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Memoryzacja utworow przez modele Al w Swietle
unijnego prawa autorskiego

Stowa kluczowe: memoryzacja, sztuczna inteligencja, prawo autorskie, eksploracja tekstu i danych (TDM),
dyrektywa 2001/29/WE

Gwattowny rozwdj sztucznej inteligencji doprowadzit do bezprecedensowej liczby sporéw
sgdowych pomiedzy podmiotami praw autorskich a firmami technologicznymi. W Stanach
Zjednoczonych pierwsze rozstrzygniecia sagdowe potwierdzity jednak, ze trenowanie modeli
sztucznej inteligencji na materiatach pozyskanych z Internetu bez zgody uprawnionych mie-
$ci sie w granicach fair use'. W Europie uzasadnieniem dla takiej praktyki moze by¢ z kolei wyja-
tek dotyczacy eksploracji tekstu i danych, wynikajacy z art. 3 i 4 dyrektywy Parlamentu Europej-
skiego i Rady (UE) 2019/790 z 17.04.2019 r. w sprawie prawa autorskiego i praw pokrewnych
na jednolitym rynku cyfrowym oraz zmiany dyrektyw 96/9/WE i 2001/29/WE?, co - mimo scep-
tycyzmu czesci doktryny - znajduje potwierdzenie w orzecznictwie?, przepisach rozporzadze-
nia Parlamentu Europejskiego i Rady (UE) 2024/1689 z 13.06.2024 r. w sprawie ustanowienia
zharmonizowanych przepiséw dotyczacych sztucznej inteligencji oraz zmiany rozporzadzen
(WE) nr 300/2008, (UE) nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i (UE)
2019/2144 oraz dyrektyw 2014/90/UE, (UE) 2016/797 i (UE) 2020/1828* czy dokumentach Komi-
sji®. Istnienie podstawy prawnej dla wkraczajacych w zakres praw autorskich czynnosci zwia-
zanych z uczeniem maszynowym nie rozwigzuje jednak wszystkich problemoéw. Pojawia sie
bowiem pytanie, jak nalezy ocenia¢ przypadki, gdy model ,,zapamieta” (zmemoryzuje) dane
zawarte w korpusie danych treningowych i pojawiac sie one bedg w wynikach jego dziatania.

Problemu tego dotyczy niedawny wyrok Sadu Krajowego
w Monachium w sprawie GEMA przeciwko OpenAl, w kt6rym
»Zapamietanie” (memoryzacja) fragmentéw utworéw przez
model oraz zwracanie ich w odpowiedzi na polecenia (prompty)

1 Zob. Andrea Bartz et al. przeciwko Anthropic PBC, No. 3:24-cv-05417
(N.D. Cal. 23.06.2025 r.), Richard Kadrey et al. przeciwko Meta Platforms,
Inc., No. 3:23-cv-03417 (N.D. Cal. 25.06.2025 r.).

2 Dz.Urz. UE L 130, s. 92 — dalej dyrektywa 2019/790.

3 Zob. zwlaszcza wyrok OLG Hamburg z 10.12.2025 r., 5 U 104/24, Robert
Kneschke przeciwko LAION e.V.

4 Dz.Urz. UE L 2024/1689 - dalej AIA, akt w sprawie sztucznej inteligencji.
Chodzi tu o przepis art. 53 ust. 1 lit. c oraz motywy 105 i 106 AIA. Regu-
lacja ta wyraznie wskazuje na mozliwos¢ zastosowania wyjatku eksploracji
tekstu i danych (text and data mining, TDM) w trenowaniu modeli ogélnego
przeznaczenia.

5 Zob. komunikat Komisji do Parlamentu Europejskiego, Rady Europejskiej,
Rady, Europejskiego Komitetu Ekonomiczno-Spotecznego i Komitetu Regio-
néw z 25.04.2018 r., Sztuczna inteligencja dla Europy, COM(2018) 237
final, w ktérym TDM jest wymieniany w kontekscie uczenia maszynowego.

uzytkownika zostaly uznane za naruszenie praw autorskich®.
Poniewaz memoryzacja jest zjawiskiem, ktéremu — jak suge-
ruja badania z zakresu informatyki i sztucznej inteligencji — nie
da sie catkowicie zapobiec, kwalifikacja taka istotnie zmie-
nia sytuacje prawng dostawcéw modeli Al, otwierajac droge
do roszczen nakierowanych na same modele. Wydaje sie mieé
tez niekorzystny wplyw na rozwoéj europejskiej infrastruktury
technicznej w zakresie sztucznej inteligencji oraz zwickszaé
ryzyko udostepniania i uzycia modeli otwartych (open source).
W artykule przedstawiam rozumowanie sadu, analizuje ade-
kwatno$¢ lezacych u jego podstaw ocen oraz staram sie wskazad
ich konsekwencje. Wskazuje tez na potrzebe znalezienia rozwig-
zafi prawnych, ktore umozliwilyby lepsze wywazenie intereséw
dostawcéw modeli i podmiotéw uprawnionych.

6 LG Miinchen I, wyrok z 11.11.2025 r., 42 O 14139/24, GEMA przeciwko
OpenAl
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1. Sprawa GEMA przeciwko OpenAl

Wyrok monachijskiego sadu zastuguje na uwage nie tylko dla-
tego, ze nalezy do pierwszych europejskich rozstrzygnie¢ doty-
czacych sztucznej inteligencji w kontekscie prawa autorskiego.
Po pierwsze, powdd — niemiecka organizacja zbiorowego zarzg-
dzania GEMA - z powodzeniem udowodnit, ze modele GPT
faktycznie ,,zapamietaly” fragmenty kilku utworéw objetych
repertuarem GEMA i potrafig je odtworzy¢. Po drugie, sprawa
rozstrzygana byla wprawdzie na gruncie niemieckiego prawa
autorskiego, ale w zakresie objetym harmonizacja, co wymagato
od sadu zastosowania konstrukeji wspolnych dla europejskiego
systemu ochrony: szerokiego zakresu prawa zwielokrotniania
z art. 2 dyrektywy 2001/29/WE Parlamentu Europejskiego
i Rady z 22.05.2001 r. w sprawie harmonizacji niektérych
aspektow praw autorskich i pokrewnych w spoleczefistwie
informacyjnym’, zamknigtego katalogu wyjatkéow i ograni-
czeh — w tym wyjatku dotyczacego eksploragji tekstu i danych
z art. 4 dyrektywy 2019/790 — oraz koncepgji naruszenia praw
wylacznych i wynikajacych z tego roszczen uksztaltowanych
przez dyrektywe 2004/48/WE Parlamentu Europejskiego i Rady
229.04.2004 r. w sprawie egzekwowania praw wlasnosci inte-
lektualnej®. Wnioski ptynace z tego rozstrzygniecia moga by¢
wigc uzyteczne zaréwno przy wykltadni prawa unijnego, jak
i prawa panstw czlonkowskich, w tym prawa polskiego.

Stan faktyczny lezacy u podstaw wyroku LG Miinchen
I nie byt skomplikowany. GEMA, za pomoca relatywnie pro-
stych promptéw — takich jak nakazanie modelowi, zeby wcie-
lit sie w role eksperta od niemieckich piosenek, a nastepnie
przytoczyt fragmenty tekstu wskazanej piosenki — uzyskala
od modeli gpt-4 i gpt-40 udostgpnianych przez OpenAl frag-
menty tekstéw dziewieciu popularnych niemieckich utworéw
z repertuaru GEMA. Fragmenty te miaty dtugo$¢ od kilkunastu
do kilkudziesieciu stow. Sad stwierdzit, ze w ten sposdéb doszto
do naruszenia w dwoch obszarach. ,,Zapamigtanie” spornych
utworéw w modelach gpt-4 i gpt-40 zostalo uznane za zwie-
lokrotnienie. Zdaniem sadu mozliwo$¢ uzyskania fragmentéw
utwordéw ,,na wyjsciu” oznacza bowiem, ze s3 one przechowy-
wane w modelu, a wiec model jest ich kopig. Natomiast obec-
no$¢ fragmentéw utworéw w wynikach dziatania modelu sad
zakwalifikowal zaréwno jako zwielokrotnienie, jak i publiczne
udostepnienie tych utworéw.

Sad odrzucit argumentacje OpenAl zmierzajaca do przypi-
sania uzytkownikom modelu odpowiedzialnosci za naruszenia
w generowanych przez model wynikach. Podkreslit, ze spotki
OpenAl kontrolujg architekture modeli, proces treningu i wyni-
kajaca z niego memoryzacje danych, a zastosowane przez GEMA
proste prompty nie doprowadzily do utraty tej kontroli przez
OpenAl. W konsekwencji sad wykluczyt mozliwos¢ zastosowa-
nia dodatkowych kryteriéw odpowiedzialnosci wlasciwych dla
podmiotéw jedynie posrednio przyczyniajacych sie do narusze-
nia, takich jak aktywna rola dostawcy czy rozmyslny charakter
jego dziatania. Sad nie przychylit sie réwniez do argumentacji
pozwanych, ze ingerencja w prawo zwielokrotniania i cze-
$ciowo prawo publicznego udostepniania moze znajdowacd pod-
stawe w wyjatkach i ograniczeniach praw autorskich — przede
wszystkim wyjatku dotyczacym eksploragji tekstu i danych oraz

7 Dz.Urz. WEL 167, s. 10, ze zm. — dalej dyrektywa 2001/29/WE.
8 Dz.Urz. WEL 157, s. 45 — dalej dyrektywa 2004/48/WE.

przewidzianego w § 57 niemieckiej ustawy o prawie autorskim
wyjatku dotyczacego ,nieistotnego dodatku” (niem. unwesen-
tliches Beiwerk), bedacego odpowiednikiem przewidzianego
w art. 5 ust. 3 lit. i dyrektywy 2001/29/WE wyjatku dotycza-
cego ,niezamierzonego wlaczenia” utworu do innego no$nika.
Odnosnie do TDM sad uznatl, ze objecie memoryzacji jego
zakresem wymagaltoby rozszerzajacej interpretacji, na co nie
pozwalaja zasady wykladni ograniczen i wyjatkéw w prawie
unijnym oraz test trojstopniowy uregulowany w art. 5 ust. 5
dyrektywy 2001/29/WE. Zastosowanie przepisu zezwalaja-
cego na uzycie cudzego utworu jako ,nieistotnego dodatku”
ma z kolei uniemozliwia¢ wynikajacy z niemieckiej ustawy
wymog wiaczenia takiego utworu do innego utworu — przy-
miotu tego nie ma korpus danych treningowych OpenAl.

Ostatecznie sad nakazal zaniechanie naruszen polegajacych
na zwielokrotnianiu tekstow piosenek w wynikach zwraca-
nych przez te modele oraz oddzielnie w modelach jezykowych
pozwanych. Odrzucil przy tym argumentacje OpenAl, zgodnie
z ktérg nakaz zaprzestania zwielokrotniania tekstow w modelu
jest nieproporcjonalny, poniewaz jego wykonanie wymaga-
toby ponownego przetrenowania modeli. Po pierwsze, uznat,
ze niemiecki ustawodawca nie zaimplementowal w ustawie
o prawie autorskim i prawach pokrewnych’ przepisu art. 12
dyrektywy 2004/48/WE, pozwalajacego w przypadku naruszefi,
do ktorych doszto nieumySlnie i ,,bez zaniedbania”, na zasto-
sowanie $rodkéw alternatywnych, jezeli §rodki naprawcze
lub zakazy sagdowe s3 nieproporcjonalne. Po drugie, wskazat,
ze doszto tu co najmniej do zaniedbania ze strony pozwanych,
skoro problem memoryzacji niektorych utwordw przez modele
OpenAl byt im znany co najmniej od publikacji w 2021 r.
wynikow badafi naukowych dotyczacych tego zagadnienia,
w ktorych uczestniczyli rowniez pracownicy pozwanych.

2. Kwalifikacja memoryzacji
jako zwielokrotniania w rozumieniu
prawa autorskiego

Kluczowg tezg wyroku jest uznanie za zwielokrotnienie
memoryzacji danych treningowych przez model. Wyrok LG
Miinchen I opiera sie tu na nastepujgcym rozumowaniu: skoro
w niektdrych przypadkach modele potrafig — po odpowiednim
poleceniu uzytkownika — wygenerowa¢ identyczne lub jedy-
nie nieznacznie zmodyfikowane fragmenty utworéw, to sam
model musi stanowié kopie tych utworéw. Sad odwolat sie
tu do znaczenia, jakie pojeciu zwielokrotniania nadaje sie
w doktrynie i orzecznictwie niemieckim, uznajac je za zgodne
z prawem unijnym'’. Zaklada ono, ze do zwielokrotnienia
dochodzi, gdy utwor zostaje zapisany w sposdb umozliwiajacy
jego percepcje — bezposrednig lub posrednig (tj. za pomocy
urzadzefi technicznych, jak w przypadku plikow cyfrowych).
W konsekwencji uznal, ze utwory zapisane w wagach modelu
s3 mozliwe do posredniego odtworzenia: uzytkownik moze
bowiem ,odtworzyé” zmemoryzowane utwory za pomoca

9 Gesetz tiber Urheberrecht und verwandte Schutzrechte z 9.09.1965 r.
(BGBI. I S. 1273 ze zm.) — dalej UrhG.

10 Z powotaniem na wyrok TS z 29.07.2019 r., C-476/17, Pelham GmbH
iin. przeciwko Ralfowi Hiitterowi i Florianowi Schneiderowi-Eslebenowi,
EU:C:2019:624, pkt 52 i n. oraz opini¢ Rzecznika Generalnego M. Szpu-
nara z 12.12.2018 r., Pelham GmbH i in. przeciwko Ralfowi Hiitterowi
i Florianowi Schneiderowi-Eslebenowi, EU:C:2018:1002, pkt 46.
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interfejsu czatu, co ma by¢ sytuacjg poréwnywalng do odtwa-
rzania muzyki z odtwarzacza MP3.

Takie podejscie przewaza w literaturze przedmiotu'', i to nie
tylko niemieckiej'?. Za nieistotne uznaje si¢ przy tym, ze zapis
utworu ma postaé zbioru wag sieci neuronowej, ktorych analiza
nie pozwala ani na odtworzenie zapamietanych przez model
treSci, ani nawet na ustalenie, jakie doktadnie tresci zostaly
zapamietane. Stanowiska odmienne s3 w mniejszo$ci. Taki
mniejszo$ciowy poglad na gruncie prawa unijnego prezentujg
M. Leistner i L. Antoine. Autorzy argumentuja, ze w Swietle
orzecznictwa TS zharmonizowane pojecie utworu wymaga,
by przedmiot ochrony byt ,mozliwy do zidentyfikowania
Z wystarczajaca precyzja i obiektywnoscig”!*. Warunek ten
nie jest ich zdaniem spelniony w odniesieniu do potencjalnej
reprodukcji danych treningowych w wyszkolonym modelu Al,
skoro nawet ekspert nie jest w stanie wykry¢ i zidentyfikowac
konkretnego utworu w ramach parametréw modelu. Utwory
wykorzystane do szkolenia mogg ,,ponownie pojawic sie” jedy-
nie w wyniku konkretnego polecenia uzytkownika, lecz wynik
ten jest wyrazem efektu probabilistycznego, ktorego nie mozna
przewidzie¢ z wystarczajaca pewno$cig. Sklania to M. Leistnera
i L. Antoine do usytuowania memoryzacji poza zakresem prawa
zwielokrotniania z art. 2 dyrektywy 2001/29/WE. Ich zdaniem
takie ujecie nie pozbawia uprawnionych mozliwosci docho-
dzenia roszczen z tytutu naruszenia praw autorskich, moga
oni bowiem podnosi¢ roszczenia w odniesieniu do naruszen
w wynikach generowanych przez model, racjonalizuje nato-
miast zakres ochrony prawnoautorskiej'.

Przyréwnywanie memoryzacji do typowych form reproduk-
¢ji utwordéw rzeczywiscie nie uwzglednia technicznej specyfiki
tego zjawiska. Model jezykowy podczas treningu uczy sie wzor-
cOw statystycznych z danych treningowych. Wzorce te mogg
miec charakter catkowicie abstrakcyjny, obejmujac reguty jezyka
naturalnego, moga dotyczy¢ faktdw, takich jak to, ze Paryz jest
stolicg Frangji, ale mogg réwniez pozwalaé na odtworzenie
niektérych danych treningowych lub ich fragmentéw. Ozna-
cza to, ze nie odpowiadajg w pelni rzeczywistosci ani twier-
dzenia, wedle ktorych modele stanowié¢ majg ,,bazy danych”
sktadajace sie ze ,,skompresowanych” utworéw wchodzacych
w sktad korpusu treningowego', ani argumentacja, zgodnie
z ktérg modele zawierajg jedynie abstrakcyjne wzorce obojetne

11 Tak m.in. A. Sesing-Wagenpfeil, Trainierte KI-Modelle als Vervielfilti-
gungsstiicke im Sinne des Urheberrechts, ,,Zeitschrift fiir geistiges Eigen-
tum” 2024/2, s. 266; T.W. Dornis, Urheberrecht und Training generativer
KI-Modelle, Baden-Baden 2024, s. 72; P]J. Pesch, R. Bshme, Artpocalypse
now? — Generative Kl und die Vervielfiltigung von Trainingsbildern, ,GRUR.
Gewerblicher Rechtsschutz und Urheberrecht” 2023/14, s. 1005; M. von
Welser, Generative KI und Open Source Software, ,GRUR. Gewerblicher
Rechtsschutz und Urheberrecht” 2024/19, s. 1411.

12 Tak. A.F. Cooper, J. Grimmelmann, The Files are in Computer: on Copy-
right, Memorization, and Generative Al, arXiv 2024, http://arxiv.org/
abs/2404.12590 (dostep: 28.02.2025 r.), s. 20; P Mezei, Memorization
and Generative Al — A Persistent Issue with Copyright Consequences?,
Social Science Research Network 2025, https://papers.ssrn.com/abs-
tract=5404367 (dostep: 1.12.2025 r.), s. 5.

13 Z powotaniem na wyrok TS z 13.11.2018 r., C-310/17, Levola Hengelo
BV przeciwko Smilde Foods BV, EU:C:2018:899, pkt 40.

14 M. Leistner, L. Antoine, TDM and Al Training in the European Union
- From ‘LAION ’ to Possible Ways Ahead?, ,,GRUR International” 2025/11,
s. 1032-1033. Podobnie na gruncie prawa amerykafiskiego O. Bracha, The
Work of Copyright in the Age of Machine Production, ,Harvard Journal of
Law & Technology” 2024/1, s. 8, 24-25.

15 P. Hense, Overfitting, ,MMR. Multimedia und Recht” 2024/6, s. 449.

z punktu widzenia prawa'®. W rzeczywisto$ci wytrenowany
model zawiera wzorce wyekstrahowane z danych treningowych,
Z tym Ze czasem te wzorce s3 na tyle szczegétowe, ze pozwalajg
na doktadne odtworzenie fragmentéw danych treningowych.
Memoryzacja nie jest wiec kategorig zero-jedynkows, ale pew-
nym ekstremum na kontinuum sposobéw uczenia sie¢ modelu',
ktore wystepuje tylko czasami.

Wedtug A. Coopera i J. Grimmelmana oraz cytowanych
w ich pracy badan K. Lee, D. Ippolito i innych doktadne osza-
cowanie czestotliwo$ci memoryzacji jest trudne. W zalezno-
$ci od modelu i implementacji wskaznik memoryzacji moze
waha¢ sie miedzy 0,1% a 10% treSci wchodzacych w sktad
korpusu danych treningowych. Ocene utrudnia to, ze samo
generowanie wynikoéw przez model jest do pewnego stopnia
probabilistyczne. W ten sposdb system generatywnej sztucznej
inteligencji moze np. w 10% przypadkéw dla danego pole-
cenia powielaé¢ dane szkoleniowe jako wynik, a w pozosta-
tych 90% przypadkéw generowaé inne wyniki'®. W nowszym
badaniu A. Coopera i wspotpracownikéw, obejmujagcym 50
ksigzek i 17 otwartych modeli jezykowych, przeprowadzanym
w kontrolowanym przez autoréw srodowisku, a wiec bez uzy-
cia mechanizméw filtracji wynikéw, stwierdzono, ze typowo
modele nie memoryzujg wiekszosci ksigzek — ani w catosci,
ani w cze$ci. Przy przyjetym progu prawdopodobiefstwa eks-
trakcji na poziomie 10% wiekszos¢ ksigzek wykazuje pokrycie
ponizej 2%. Istnieja jednak znaczace wyjatki. Z modelu Llama
3.1 70B mozliwe jest wyekstrahowanie calej ksigzki Harry
Potter i kamie# filozoficzny: 43% tekstu mozna odtworzyé
z prawdopodobiefistwem przekraczajacym 509, a ponad 90%
-z prawdopodobiefistwem co najmniej 1%. Podobnie wysoka
memoryzacje wykazuja: Rok 1984, Wielki Gatsby oraz Hob-
bit. Z drugiej strony ksigzka Sandman Slim Richarda Kadreya
- powoda we wspomnianej sprawie Kadrey przeciwko Meta
- wykazuje pokrycie ponizej 0,4% dla wszystkich testowa-
nych modeli i progéw, a wzorzec ten jest typowy dla wiek-
szo$ci badanych pozycji’®. Memoryzacja jest wiec zjawiskiem,
ktdre wystepuje w relatywnie niskim, ale mierzalnym stopniu.
Konkretne wartosci zaleza od pojemnosci modelu, duplikacji
danych treningowych w zbiorze czy zastosowanych algorytméw
uczenia maszynowego.

Obecnie technicznie nie jest mozliwe catkowite wyeliminowanie
memoryzacji. Dostawca modelu ma wprawdzie wplyw na skale
tego zjawiska — udowodniono na przyklad, ze przyklady wielo-
krotnie powtdrzone w zbiorze treningowym s3 zapamietywane
czeSciej? — nie jest to jednak proces pozostajacy pod jego petng kon-
trolg. Memoryzacja moze bowiem wystgpi¢ nawet wtedy, gdy dany
przyktad pojawia sie w zbiorze treningowym tylko raz. Co wie-
cej, wedle aktualnego stanu wiedzy pewien poziom memoryzacji

16 A.F. Cooper, J. Grimmelmann, The Files..., s. 24-25.

17 A.F. Cooper, K. Lee, J. Grimmelmann, D. Ippolito i in., Report of the 1st
Workshop on Generative Al and Law, Social Science Research Network
2023, https://papers.ssrn.com/abstract=4634513 (dostep: 30.11.2025 r.),
s. 4-5.

18 A.F. Cooper, J. Grimmelmann, The Files..., s. 22,49 z powotaniem na prace
K. Lee, D. Ippolito i in., Deduplicating Training Data Makes Language
Models Better, arXiv 2022, http://arxiv.org/abs/2107.06499 (dostep:
4.12.2025 1), s. 8.

19 A.F. Cooper, A. Gokaslan i in., Extracting memorized pieces of (copyrighted)
books from open-weight language models, arXiv 2025, http://arxiv.org/
abs/2505.12546 (dostep: 2.12.2025 r.), s. 7-8.

20 A.F. Cooper, J. Grimmelmann, The Files..., s. 31.
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wydaje sie niezbedny dla prawidlowego funkcjonowania modelu?'.
Dostawcy stosujg oczywiscie roznorodne $rodki zaradcze: dedu-
plikacje danych treningowych, optymalizacje proceséw uczenia
maszynowego oraz mechanizmy filtracji wejscia (promptéw uzyt-
kownikéw) 1 wyjscia (wynikdw zwracanych przez model), ktore
ograniczajg mozliwos¢ uzyskania przez uzytkownikw zmemoryzo-
wanych tre$ci?2. Mechanizmy te nie eliminujg jednak samej memo-
ryzadji, tj. zapisu okreslonej informacji w wagach modelu, a jedynie
ograniczajg mozliwo$¢ wywolania tych tresci przez uzytkownika.
Wreszcie pewne znaczenie majg dziatania uzytkownikéw. Gdy
model otrzymuje prompt, przewiduje na podstawie wyuczonych
wzorcow, ktore z mozliwych uzupelnien jest najbardziej praw-
dopodobne. Jesli model zwraca dane treningowe w odpowiedzi
na dany prompt, czyni to dlatego, ze nauczy! sie, ze tekst z przy-
ktadu treningowego stanowi najbardziej prawdopodobne uzupet-
nienie dla tego konkretnego promptu?. Na wynik dziatania modelu
ma wiec wplyw réwniez tre$¢ promptu, ktory musi ,,pobudzié”
model do zwrdcenia okreslonych tresci np. przez uzycie dhuzszych
promptdw, czy wielokrotne powtarzanie tych samych lub bardzo
zblizonych prob?. Juz tylko z rachunku prawdopodobiefistwa
wynika, ze podjecie setek lub tysiecy prob, tak jak GEMA w oma-
wianej sprawie, czyni uzyskanie w wynikach przynajmniej kilku
fragmentéw utworéw bardziej prawdopodobnym.
Przyréwnywanie memoryzacji w modelu do pliku MP3, a inter-
fejsu chata do odtwarzacza muzyki wydaje sie by¢ wiec nadmiernym
uproszczeniem. W konstatacji tej kryje sie zasadniczy zarzut pod
adresem wyroku LG Miinchen. Istota problemu oceny memoryzagji
w Swietle prawa autorskiego nie wydaje si¢ bowiem leze¢ w tym,
czy zakresem prawa zwielokrotniania objete jest wykonanie kopii
mozliwej do ,,poSredniej” percepcji, a w tym, czy zwielokrotnianiem
W znaczeniu normatywnym jest wykonywanie kopii nieprzezna-
czonych do percepcji, w ramach procesu niestuzacego do zapisu
utworéw w celu ich p6zniejszego odtworzenia i zaleznego w znacz-
nym stopniu od efektéw probabilistycznych. Twierdzaca odpowiedz
na tak postawione pytanie prowadzi do wniosku, ze skoro zjawisku
temu dostawca modelu nie moze w peni zapobiec, a dotyka ono
w istocie kazdego modelu, to kazdy model nalezatoby uznac za kopie
jakich$ utworéw. Otwartym pytaniem pozostaje jedynie — ktorych.

3. Mozliwos¢ zastosowania ograniczen
i wyjagtkéw praw autorskich

Przyjecie zatozenia, ze memoryzacja stanowi zwielokrotnianie
utworOw, przesuwa ciezar oceny tego zjawiska z pojecia zwielo-
krotniania na zastosowania ograniczen i wyjatkéw praw wylacz-
nych (dozwolonego uzytku). Petna analiza przekracza ramy opra-
cowania. Warto jednak zasygnalizowa¢ gtéwne problemy prawne.

Podstawe dla czasowych czynnosci zwielokrotnienia, do ktd-
rych dochodzi w pelni zautomatyzowanych procesach eksplo-
racji tekstu i danych — w szczegdlnosci dla kopii tymczasowych
powstajacych w pamieci operacyjnej podczas przetwarzania
danych, moze stanowi¢ art. 5 ust. 1 dyrektywy 2001/29/WE?,

21 AF. Cooper, J. Grimmelmann, The Files..., s. 49 (,memorization is a Gol-
dilocks phenomenon; models are most useful when they memorize just the
right amount, neither too little nor too much”).

22 AF. Cooper, J. Grimmelmann, The Files..., s. 54-55.

23 AF. Cooper, A. Gokaslan i in., Extracting memorized..., s. 2-3.

24 AF. Cooper, A. Gokaslan i in., Extracting memorized..., s. 9-10.

25 M. Stieper, M. Denga, Die Reichweite des EU-Urheberrechts nach der KI-VO,
»GRUR. Gewerblicher Rechtsschutz und Urheberrecht” 2024/20, s. 1475.

ktory ustanawia obligatoryjny wyjatek od prawa zwielokrotniania
dla czasowych czynnosci reprodukgji stanowigcych integralng
cze§¢ procesu technologicznego®. Takie podejicie jest zgodne
z intencjg prawodawcy unijnego, ktéry w motywie 18 dyrektywy
2019/790 wyraznie zaznaczyt, ze wyjatek TDM ,,nie narusza ist-
niejacego wyjatku dotyczacego czasowych czynnosci zwielokrot-
niania przewidzianego w art. 5 ust. 1 dyrektywy 2001/29/WE”?".
Artykut 5 ust. 1 dyrektywy 2001/29/WE nie moze jednak uza-
sadniac samej memoryzacji juz chocby z tego powodu, ze dotyczy
wylacznie zwielokrotniei czasowych, podczas gdy memoryza-
cja stanowi przypadek reprodukgji trwalej — parametry modelu,
w ktorych zapisane s3 informacje pozwalajace na odtworzenie
utwordw, pozostajg utrwalone przez caly okres eksploatacji
modelu.

Bardziej ztozona jest kwestia wyjatkéw dotyczacych eksplora-
gji tekstu i danych (art. 3 i 4 dyrektywy 2019/790). Mozliwo$é
ich zastosowania do trenowania modeli Al jest kwestionowana
przez niektérych przedstawicieli nauki prawa?®. Niezaleznie
od przyjetego stanowiska doktryna jest jednak zgodna, ze wyja-
tek TDM nie obejmuje pdzniejszych aktéw publicznego udostep-
niania wynikdw eksploracji ani udostepniania zbioréw danych
zawierajacych kopie chronionych tresci®”. Wykraczatoby to poza
cel regulacji, ktéra — nieco upraszczajgc — umozliwia¢ ma jedynie
ekstrakcje niechronionych informacji zawartych w utworach®,
Na przeszkodzie probom rozszerzajacej interpretacji art. 3 i 4
dyrektywy 2019/790, obok testu trdjstopniowego z art. 5 ust. 5
dyrektywy 2001/29/WE, stoi za$ konstrukcja ograniczeri i wyjat-
kow w prawie unijnym, gdzie s3 one traktowane jako wyjatek
od zasady, zgodnie z kt6ra oryginalne dziela autoréw zastuguja
na ochrone przy zachowaniu wysokiego poziomu tej ochrony?'.

Podejscie takie przyjat rowniez LG Miinchen w omawianej
sprawie, uznajac, ze wyjatek dotyczacy eksploracji tekstow
i danych (§ 44b UrhG, art. 4 dyrektywy 2019/790) moze sta-
nowié¢ podstawe zwielokrotniania utworéw na potrzeby treno-
wania modeli Al, z tym jednak zastrzezeniem, ze nie obejmuje

26 Szczegbtowo na temat tego wyjatku w kontekécie TDM zob. E. Rosati,
Copyright in the digital single market: article-by-article commentary to the
provisions of directive 2019/790, New York 2021, s. 29 i n.

27 Zob. takze motyw 9 dyrektywy 2019/790, ktéry potwierdza, ze czynnosci
TDM moga w niektorych przypadkach kwalifikowaé si¢ do wyjatku z art. §
ust. 1 dyrektywy 2001/29/WE.

28 Zastosowanie wyjatkéw TDM do trenowania Al kwestionuje T.W. Dornis,
Urheberrecht..., s. 88 i n. Odmiennie m.in. J.P. Quintais, Generative Al,
copyright and the Al Act, ,Computer Law & Security Review” 2025/56,
s. 2; M. Leistner, L. Antoine, TDM and Al Training..., s. 5-8; T. Margoni,
M. Kretschmer, A Deeper Look into the EU Text and Data Mining Excep-
tions: Harmonisation, Data Ownership, and the Future of Technology,
»GRUR International” 2022/8, s. 685 i n.

29 Zob. M. Veale, ].P Quintais, The Obligations of Providers of General-Purpose
Al Models, Social Science Research Network 20235, https:/papers.ssrn.com/
abstract=5744602 (dostep: 18.11.2025 r.), s. 16 (,IDM exceptions do not
cover subsequent acts of communication to the public or making available of the
results”); podobnie J.P. Quintais, Generative Al, copyright and the Al Act, s. 6.

30 Zob. C. Geiger, G. Frosio, O. Bulayenko, The Exception for Text and Data
Mining (TDM) in the Proposed Directive on Copyright in the Digital Single
Market — Legal Aspects, ,Social Science Research Network” 2018, https://
www.ssrn.com/abstract=3160586 (dostep: 18.11.2025 r.), s. 2.

31 Zob. wyroki TS: z 29.07.2019 r., C-469/17, Funke Medien NRW GmbH
przeciwko Bundesrepublik Deutschland, EU:C:2019:623, pkt 69 — dalej
wyrok C-469/17, Funke Medien; 2 29.11.2017 r., C-265/16, VCAST Limi-
ted przeciwko RTI SpA, EU:C:2017:913, pkt 3252 12.10.2016 1., C-166/15,
Aleksandrs Ranks i Jurijs Vasilevi¢s przeciwko Finan$u un ekonomisko
noziegumu izmekléanas prokuratiira i Microsoft Corp., EU:C:2016:762,
pkt 42, oraz z 16.07.2009 r., C-5/08, Infopaq International A/S przeciwko
Danske Dagblades Forening, EU:C:2009:463, pkt 57.
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on tych przypadkéw trenowania modelu, ktére prowadza
do memoryzacji utworu. O ile z takim stanowiskiem mozna sie
w ogdblnych zarysach zgodzié, o tyle watpliwosci budzi jego
uzasadnienie. Sad poddal bowiem cykl zycia modelu anali-
zie, wyrdzniajac trzy fazy: tworzenie materiatu treningowego
(objete wyjatkiem TDM), trening modelu (w ktérym nastepuje
memoryzacja, wykraczajaca zdaniem sadu poza zakres wyjatku)
oraz uzytkowanie modelu. To rozumowanie nie uwzglednia,
ze proces uczenia maszynowego nastepuje stopniowo, przy
czym w poczatkowych fazach model moze przede wszystkim
memoryzowaé dane, ktore dopiero wraz z przetworzeniem
kolejnych przyktadow zastepowane s zgeneralizowanymi
wzorcami (tzw. grokking)*?. Skoro w pewnej fazie trenowania
model przede wszystkim memoryzuje dane, interpretacja przy-
jeta przez sad prowadzitaby do niemozliwosci zastosowania
wyjatku TDM do procesu uczenia maszynowego w ogodle. Przyj-
mujgc zalozenie, ze celem prawodawcy unijnego byto objecie
tym wyjatkiem procesu uczenia maszynowego — co potwierdza
brzmienie aktu w sprawie sztucznej inteligencji czy wspomniany
komunikat Komisji — taka wyktadnia uniemozliwiataby zasto-
sowanie wyjatku zgodnie z jego funkcja. Naruszatoby to wiec
wynikajacy z orzecznictwa TS wymdg interpretacji wyjatkéw
w sposOb zapewniajacy ich effet utile, zgodnie z ktérym wyktad-
nia warunkow wyjatku musi ,,chronié jego skuteczno$é i cel”.

Kontrowersyjng kwestig jest rowniez zastosowanie przewi-
dzianego w art. 5 ust. 3 lit. i dyrektywy 2001/29/WE wyjatku
zezwalajacego na ,niezamierzone wlgczenie” utworu do ,,innego
noénika”. LG Miinchen odrzucit mozliwos¢ zastosowania jego
odpowiednika w UrhG (§ 57) zezwalajacego na zwielokrot-
nianie i rozpowszechnianie cudzego utworu, jezeli stanowi on
Hhieistotny dodatek” do ,,wlasciwego przedmiotu”. Powolu-
jac sie na orzecznictwo BGH uznal, ze znajduje on zastosowa-
nie tylko, gdy istnieje jaki$ gléwny przedmiot wykorzystania
sam w sobie bedacy utworem?*. Cech tych nie spelnia korpus
treningowy Common Crawl wykorzystywany przez pozwane
spotki w ramach praktyki web scraping. W odniesieniu do kor-
pusu treningowego ocena ta wydaje sie stuszna, choé z innych
powoddéw niz wskazane przez sad. Wiaczenie utworéw do kor-
pusu jest przeciez celowe i systematyczne, skoro web scraping
ma na celu wlasnie gromadzenie mozliwie duzych ilosci danych.
Nic jednak nie stoi na przeszkodzie, aby za ,,inny no$nik” uznaé
wytrenowany model Al Przy takim zalozeniu na gruncie prawa
unijnego mozna broni¢ stanowiska, wedle ktérego memoryza-
¢ja znajduje podstawe w omawianym wyjatku, skoro prawo

32 A. Power, Y. Burda, H. Edwards, I. Babuschkin, V. Misra, Grokking: Gene-
ralization Beyond Overfitting on Small Algorithmic Datasets, arXiv 2022,
http://arxiv.org/abs/2201.02177 (dostep: 6.11.2025 r.). Autorzy wykazali,
ze sieci neuronowe mogg osiggaé generalizacje dopiero znacznie po osig-
gnieciu petnego dopasowania do danych treningowych (overfitting), przez
dlugi okres pozostajac w fazie memoryzagji.

33 Zob. zwlaszcza wyrok TS z 29.07.2019 1., C-516/17, Spiegel Online GmbH
przeciwko Volker Beck, EU:C:2019:625, pkt 36, oraz wyrok C-469/17, Funke
Medien, pkt 51. Przyjeta wyktadnia wyjatku nie moze wiec eksploracje tekstu
i danych procesem niemozliwym do przeprowadzenia. Por. co do samego
pojecia eksploragji tekstu i danych E. Rosati, Copyright..., s. 37 i n.

34 Chodzi tu o wyrok BGH z 17.11.2014, I ZR 177/13 - Mdbelkatalog.
BGH faktycznie wskazal na konieczno$é waskiej interpretacji nosnika,
jednak nie rozstrzygal, czy wlaczenie ma nastapi¢ do przedmiotu spetnia-
jacego przestanki ochrony prawnoautorskiej. Zob. szerzej F.L. Stang, Enge
Auslegung fiir Qualifizierung eines Werkes als ,,unwesentliches Beiwerk”
— Mébelkatalog, ,,GRUR. Gewerblicher Rechtsschutz und Urheberrecht
2015/7, 5. 671.

to nie wymaga, aby 6w ,inny no$nik” byt utworem*. Kwestia
ta ma jednak znaczenie tylko dla ewentualnej oceny zgodnosci
dostawcy modelu z wymogami okreslonymi w art. 53 ust. 1
lit. ¢ AIA (zgodno$¢ z prawem autorskim Unii). Ze wzgledu
na fakultatywny charakter katalogu z art. 5 ust. 2 i 3 dyrektywy
2001/29/WE proponowana wyktadnia nie rozstrzyga o zakresie
zastosowania analogicznego wyjatku w prawie krajowym?®.

4. Konsekwencje w zakresie srodkéw
ochrony prawne;j

Uznanie modelu za kopie utworéw wykorzystanych w pro-
cesie uczenia maszynowego prowadzi do pewnych trudno-
$ci w sferze stosowania srodkéw ochrony praw wytgcznych,
szczegOlnie roszczenia o zaniechanie i roszczen prewencyjno-
-restytucyjnych, w tym zniszczenia bezprawnie wytworzonych
kopii. Wynikajg one ze specyfiki technologii generatywnej Al
W przypadku tradycyjnych kopii cyfrowych, np. plikéw MP3
zapisanych na karcie pamieci odtwarzacza, aby przywrocié stan
zgody z prawem, wystarczy usunaé nielegalne pliki, co pozo-
staje bez wplywu na prace urzadzenia oraz pozostale zapisane
w nim informacje. W przypadku sieci neuronowej nie istnieje
analogiczna mozliwo$¢ ,wymazania” konkretnych wag w celu
usunigcia zmemoryzowanego utworu. Pomijajgc samg niemoz-
no$¢ ustalenia, w ktorych wagach zapisane sg dane utwory, sie-
ciowa natura modelu sprawia, ze proba bezposredniej ingerencji
w pojedyncze wagi prowadzitaby do jego uszkodzenia®’. Powstaje
zatem pytanie, w jaki sposob naruszyciel ma wykonaé sagdowy
nakaz zaniechania dalszych naruszen albo usuniecia ich skutkdw.

Przyjmujac konsekwentnie rozumowanie, ze model jest kopig
zmemoryzowanych utwordw, nalezatoby stwierdzié, ze do wyko-
nania nakazu sadu nie wystarczy zastosowanie na wyjsciu
z modelu filtréw blokujgcych okreSlone tresci. Filtr nie usuwa
utworu z modelu ani nie prowadzi do zaniechania jego zwielo-
krotniania razem z modelem, a jedynie usuwa mozliwo$¢ ,,wywo-
tania” utworu przez uzytkownika. Co prawda w przypadku
tzw. modeli zamknietych, tj. znajdujacych sie pod peing kon-
trolg dostawcy, przestaje by¢ mozliwe udowodnienie, ze utwory
s3 nadal ,,w modelu”, ale literalnie nakaz zaniechania naruszen
taki, jak sformutowany przez monachijski sad, nie zostanie wyko-
nany. Niewatpliwie zaniechanie naruszefi i przywrdcenie stanu
zgodnego z prawem mogloby nastapi¢ przez wycofanie catego
modelu i ponowne przeprowadzenie procesu uczenia maszyno-
wego. To rozwigzanie wydaje sie jednak nadmiernie dolegliwe
dla pozwanego, szczegdlnie jezeli uwzgledni¢ range naruszef
w omawianej sprawie i okoliczno$é, ze koszt trenowania modeli
serii gpt-4 szacuje sie na dziesigtki milionéw dolar6w?.

Z prawnego punktu widzenia najlepszym rozwigzaniem
byloby ,,odtrenowanie” sieci neuronowej (machine unlearning).
Ale tu na przeszkodzie stajg z kolei ograniczenia techniczne, gdyz
dostepne obecnie metody s czasochtonne, zawodne i prowadzg

35 Tak S. von Lewinski [w:] European Copyright Law: A Commentary,
red. M. Walter, S. von Lewinski, Oxford 2010, s. 1053.

36 Zob. krytyczne uwagi Ch. Geiger, F. Schonherr [w:] I. Stamatoudi, P. Tor-
remans, EU Copyright Law, Cheltenham-Northampton 2021, s. 319.

37 Zwracaja na to uwage R. Konertz, R. Schonhof, Rechtsfolgen der Urheberrecht-
sverletzung bei generativer Kiinstlicher Intelligenz: Uber die Moglichkeit des ,Ver-
gessens” in Neuronalen Netzen, ,Wettbewerb in Recht und Praxis” 2024/5, s. 539.

38 Szerzej B. Cottier, R. Rahman, L. Fattorini, N. Maslej, T. Besiroglu,
D. Owen, The rising costs of training frontier Al models, arXiv 2025,
http://arxiv.org/abs/2405.21015 (dostep: 14.11.2025 r.).
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do obnizenia jako$ci modelu®. Co wiecej —jak trafnie zwraca sie
uwage — skoro w procesie trenowania nie rejestruje sie¢ wplywu
pojedynczych danych treningowych na wagi modelu, to nie jest
technicznie mozliwe ustalenie, czy ,,odtrenowanie” rzeczywiscie
doprowadzito do usuniecia z modelu tych danych®.

Trudnosci w zastosowaniu $rodkéw ochrony prawnej oraz
ich dolegliwos¢ i niedostosowanie do specyfiki technologii
s3 jednak prostg konsekwencjg uznania memoryzacji za zwie-
lokrotnianie oraz pozostawienia jej poza zakresem ograniczefi
i wyjatkéw praw autorskich. Jak sie wydaje, bardziej efek-
tywne byloby przeniesienie ciezaru oceny z samego modelu
na generowane przez model tresci. Zdaniem P. Mezei tendencje
takg mozna zaobserwowaé w orzecznictwie amerykafskim*!.
W sprawach Bartz przeciwko Anthropic oraz Kadrey przeciwko
Meta sady uznaly bowiem za wystarczajace zastosowanie przez
pozwanych mechanizméw filtracji wynikow (post-training miti-
gations), traktujac je jako element oceny transformatywnego
charakteru uzycia w ramach doktryny fair use®.

5. Wnioski kohcowe

W prawie amerykanskim potozenie nacisku na tresci genero-
wane przez model jest mozliwe ze wzgledu na elastyczng kon-
strukcje doktryny fair use, pozwalajaca na uwzglednienie cato-
ksztattu okolicznosci danego przypadku, w tym celu i charakteru
uzycia, istotnosci i ilo$ci wykorzystanej tresci czy wreszcie wplywu
na rynek utworu. Europejskie wyjatki i ograniczenia praw autor-
skich elastycznosci tej s3 pozbawione. Poszukiwanie wlasciwego
wywazenia interesdéw podmiotéw uprawnionych i dostawcoéw
modeli Al wymagaloby wiec raczej ponownego spojrzenia na tres¢
prawa zwielokrotniania. Rysujg sie tu dwa rozwigzania.

Po pierwsze, w §lad za M. Leistnerem i L. Antoine mozna
twierdzié, ze ze wzgledu na rozproszony charakter zapisu
w modelu wplyw efektéw probabilistycznych oraz dziatafi uzyt-
kownika, kopig relewantng z punktu widzenia tresci prawa zwie-
lokrotniania jest dopiero kopia generowana jako wynik dziatania
modelu. W tym ujeciu zapis utworu w parametrach modelu, choé
konieczny, aby doszto do takiej generacji, ze wzgledu na swoja nie-
percepcyjnosé i nieokreslono$¢ pozostawatby poza zakresem tego
prawa wylacznego. Po drugie —i to rozwigzanie zdaje sie oferowad
wiecej mozliwosci réwnowazenia interesdw — mozna rozwazac
pewng ,,subiektywizacje” pojecia zwielokrotniania, w sposéb
analogiczny do tego, w jaki TS uczynit to w odniesieniu do prawa
publicznego udostepniania utworéw* oraz prawa sui generis

39 J. Xu, Z. Wu, C. Wang, X. Jia, Machine Unlearning: Solutions and Challen-
ges, ,JEEE Transactions on Emerging Topics in Computational Intelligence”
2024/3.

40 A. Sesing-Wagenpfeil, Trainierte KI-Modelle..., s. 261-262; R. Konertz,
R. Schonhof, Rechisfolgen der Urheberrechtsverletzung..., s. 540.

41 P. Mezei, Memorization and Generative Al.., s. 3.

42 Zob. Andrea Bartz et al. przeciwko Anthropic PBC, No. 3:24-cv-05417
(N.D. Cal. 23.06.2025 r.), Richard Kadrey et al. przeciwko Meta Platforms,
Inc., No. 3:23-cv-03417 (N.D. Cal. 25.06.2025 r.).

43 W odniesieniu do prawa publicznego komunikowania z art. 3 dyrektywy
2001/29/WE Trybunat rozwinat linie orzecznicza, zgodnie z ktorg uznanie,
ze doszto do ingerencji w to prawo jest uzaleznione od spetnienia dodat-
kowych kryteriéw, takich jak istnienie nowej publicznosci, odmiennosé
$rodka technicznego, zarobkowy charakter korzystania czy wiedza (lub jej
brak) o bezprawnosci tresci. Zob. wyrok TS z 13.02.2014 r., C-466/12,
Nils Svensson i inni przeciwko Retriever Sverige AB, EU:C:2014:76;
postanowienie TS z 21.10.2014 r., C-348/13, BestWater International
GmbH przeciwko Michael Mebes i Stefan Potsch, EU:C:2014:2315;

do baz danych*, tj. przez sformutowanie dodatkowych kryteriow,
ktorych spetnienie jest konieczne, aby uznaé, ze doszto do inge-
rencji w dane prawo wylaczne. W analizowanym przypadku
mogloby to polega¢ na objeciu prawem zwielokrotniania tylko
tych modeli, ktére intencjonalnie odtwarzajg utwory wykorzy-
stane do trenowania lub w przypadku ktérych dostawca nie podiat
wiarygodnych dziatan, zeby takiemu odtwarzaniu zapobiec.

Zaakceptowanie wykladni zgodnej z podejsciem LG Miin-
chen, tj opartej na zalozeniu, ze memoryzacja stanowi zwielokrot-
nienie objete trescig praw wylgcznych, do ktérego nie znajdujg
zastosowania wyjatki i ograniczenia praw autorskich, ma trudne
do przyjecia konsekwencje. Najbardziej oczywiste dotyczg relacji
pomiedzy uprawnionymi a dostawcami modeli. Skoro dostawca
nie moze w pelni wyeliminowa¢ memoryzagji i zjawisko to doty-
czy kazdego modelu, to potencjalnie kazdy model jest narazony
na roszczenia uprawnionych. W takim ujeciu wykorzystanie tresci
na podstawie wyjatku dotyczacego eksploragji tekstu i danych
wigzaé sie musi z niemozliwym do wyeliminowania ryzykiem,
co zwieksza presje w kierunku wykorzystywania w procesie ucze-
nia maszynowego wylacznie tresci licencjonowanych. Trudno nie
zauwazy<¢, ze w ten sposOb dochodzi do podwazenia skutecznosci
wyjatkow z art. 3 14 dyrektywy 2019/790.

Ponadto, skoro jedynym $rodkiem dowodowym pozwa-
lajgcym na ustalenie, ze doszto do memoryzacji, jest uzycie
odpowiednich promptéw i analiza odpowiedzi zwracanych
przez model, to uznanie memoryzacji za forme zwielokrotniania
w uprzywilejowanej pozycji stawia dostawcoéw modeli zamknie-
tych, ktérzy moga skutecznie blokowac jej wykrycie przez filtry
wejscia i wyjScia. Mozliwosci takiej pozbawieni sg dostawcy
modeli otwartych, ktérych wagi sg publicznie dostepne. Dla
Europy, nieposiadajacej wlasnych znaczacych modeli zamknie-
tych, oznacza to poglebienie uzaleznienia od amerykanskich
dostawcow i paradoksalne wzmocnienie pozycji konkurencyjnej
rozwigzaf zamknietych kosztem otwartego ekosystemu, ktory
moglby stanowic podstawe cyfrowej suwerennosci Europy.

Wreszcie problem memoryzacji uwidacznia niesatysfakcjonu-
jacy poziom harmonizacji wyjatkdw i ograniczef prawa autor-
skiego z art. 5 dyrektywy 2001/29/WE. O ile na gruncie prawa
unijnego uzasadnieniem memoryzacji moze by¢ wyjatek doty-
czacy ,przypadkowego wiaczenia” utworu do innego no$nika,
o tyle w przepisach pafstw cztonkowskich moze by¢ on nie-
obecny lub interpretowany bardziej restrykcyjnie. W rezultacie
dostawca modelu, ktory spetnia wymogi unijnego prawa autor-
skiego — a tym samym zachowuje zgodno$¢ z aktem w sprawie
sztucznej inteligencji — moze zostaé zmuszony do rezygnacji
z infrastruktury zlokalizowanej w pafistwach o bardziej restryk-
cyjnych przepisach krajowych. Model trafi wowczas na rynek
UE, ale z wykorzystaniem serweréw znajdujacych sie poza Unia.
Zniecheca to dostawcow do budowy europejskiej infrastruk-
tury Al i poglebia zalezno$¢ od centrow przetwarzania danych
zlokalizowanych poza UE.

wyrok TS z 8.09.2016 1., C-160/15, GS Media BV przeciwko Sanoma Media
Netherlands BV i inni, EU:C:2016:644 oraz wyrok TS z 9.03.2021 r.,
C-392/19, VG Bild-Kunst przeciwko Stiftung PreufSischer Kulturbesitz,
EU:C:2021:181.

44 Zob. wyrok TS z 3.06.2021 r., C-762/19, CV-Online Latvia SIA przeciwko
Melons SIA, EU:C:2021:434, pkt 47, w ktérym TS uznat, ze pobieraniem
i wtérnym wykorzystywaniem danych sg tylko te czynnosci, ktore przynosza
szkode inwestycji producenta bazy, co pozwala wylaczyé z zakresu tego
prawa czynnos$ci niewplywajace na zwrot z tej inwestycji.
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The rapid development of artificial intelligence has resulted in an
unprecedented number of court disputes between copyright hold-
ers and technology companies. However, first court rulings in
the United States have confirmed that Al model training on data
obtained from the Internet without the right holders’ consent
remains within fair use boundaries. In Europe, such a practice
may be justified by the exception for text and data mining under
Articles 3 and 4 of Directive 2019/790 of the European Parlia-
ment and of the Council of 17 April 2019 on copyright and
related rights in the Digital Single Market and amending Direc-
tives 96/9/EC and 2001/29/EC, which — despite scepticism of
some researchers —is confirmed by judgments, provisions of Reg-
ulation (EU) 2024/1689 of the European Parliament and of the
Council of 13 June 2024 laying down harmonised rules on arti-
ficial intelligence and amending Regulations (EC) No 300/2008,
(EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858,
(EU) 2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU,
(EU) 2016/797 and (EU) 2020/1828 or Commission documents.
Houwever, the existence of a legal basis for copyright-encroaching
machine learning activities does not address all issues, since the
question arises as to how to assess a situation where a model
“remembers” (memorises) data from the training data corpus
and these data appear in the model’s outputs.

The recent judgment of the national court in Munich, GEMA v
OpenAl, which found that the memorisation of parts of lyrics
by the model and reproducing them in response to user prompts
constituted an infringement of copyrights, pertains to this issue.
As memorisation is a process that — as suggested by IT and
Al research — cannot be entirely prevented, this classification
significantly changes the legal situation of Al model providers,
opening the door to claims directed at the models themselves.
It also seems to have a negative impact on the development of
the European technical Al infrastructure and increase the risk of
sharing and using open-source models. In the article, the author
presents the court’s reasoning, analyses the adequacy of the
underlying opinions and attempts to identify their consequences.
He also indicates a need for finding legal solutions that would
better balance the interests of model providers and right holders.
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