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Wybrane aspekty prawa patentowego a unijna
polityka i reqgulacje w obszarze sztucznej inteligencji

Stowa kluczowe: patentowanie Al, Al jako wynalazca, akt w sprawie sztucznej inteligencji a wymogi
patentowania, petne ujawnienie wynalazkéw Al, dane treningowe

Sztuczna inteligencja stanowi wyzwanie dla prawa w UE, w tym w zakresie prawa patento-
wego. Istniejgce wymogi regulacyjne dla Al przewidziane w rozporzadzeniu Parlamentu Euro-
pejskiego i Rady (UE) 2024/1689 z 13.06.2024 r. w sprawie ustanowienia zharmonizowanych
przepisow dotyczacych sztucznej inteligencji oraz zmiany rozporzadzen (WE) nr 300/2008, (UE)
nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i (UE) 2019/2144 oraz dyrektyw
2014/90/UE, (UE) 2016/797 i (UE) 2020/1828" i akcentowane w innych dokumentach i dziata-
niach na poziomie Unii nie zmieniajg prawa patentowego wprost, lecz wptywajq na strategie
w zakresie rozwijania i patentowania sztucznej inteligencji.

Celem niniejszego artykutu jest przedstawienie najwazniejszych wyzwan, jakie systemy oparte
na Al stawiajg przed europejskim prawem patentowym, ze szczegélnym uwzglednieniem
potencjalnego wptywu na praktyke zgtoszeniowa i ocene patentowalnosci, petnego ujawnie-
nia wynalazkow i perspektywy zgodnosci wymogow regulacyjnych w zakresie nadzorczej roli
cztowieka, wyjasnialnosci, transparentnosci oraz powtarzalnosci systeméw Al z tradycyjnymi
wymogami i zasadami patentowania.

1. Wprowadzenie

Od kilku lat Unia Europejska podejmuje wiele inicjatyw
majacych na celu pobudzenie rozwoju i wykorzystania sztucznej
inteligencji (Artificial Intelligence — Al lub sztuczna inteligencja),
wzmocnienie konkurencyjnosci i suwerennosci technologicznej,
poprzez dziatania adresujace kwestie techniczne, spoleczne,
gospodarcze, etyczne oraz tworzenie wspierajacych te cele ram
prawnych i regulacyjnych?. Juz w pierwszych oficjalnych doku-
mentach Komisji Europejskiej dotyczacych sztucznej inteligen-
¢ji dostrzezono znaczenie praw wlasnosci intelektualnej jako
narzedzia wspierania innowagji i pewnoéci prawnej, zaréwno
z punktu widzenia tworcéw, urzedéw udzielajacych ochrony,
jak i uzytkownikéw systemu®. O ile zagadnienia wlasnosci

1 Dz.Urz. UE L 2024/1689 — dalej AIA, akt w sprawie sztucznej inteligencji.
W kwestii szerokiego ujecia dziatafi i ram prawnych do 2023 r. szerzej:
P. Kusznieruk, A. Zemke-Gorecka, Aspekty i ramy prawne sztucznej inte-
ligencji na gruncie prawa Unii Europejskiej. Czes¢ 2, ,Europejski Przeglad
Prawa i Stosunkéw Miedzynarodowych” 2023/1-2, s. 129-140.

3 Komunikat Komisji Sztuczna inteligencja dla Europy {SWD(2018) 137
final}, Bruksela, 25.04.2018 r., COM(2018) 237 final.

intelektualnej zostaly pominiete w Bialej ksigdze w sprawie
sztucznej inteligencji. Europejskie podejscie do doskonalosci
i zaufania z 2020 r.*, poSwiecona im zostata Rezolucja Parla-
mentu Europejskiego i Rady z 20.10.2020 r. w sprawie praw
wlasnodci intelektualnej w dziedzinie rozwoju technologii
sztucznej inteligencji (2020/2015(INI))’. Wezwano w niej
do refleksji nad wzajemnym oddziatywaniem i skutkami w kon-
tekscie rozwoju technologii Al i praw wlasnosci intelektualne;j
oraz wskazano na potrzebe uregulowania Al na szczeblu unij-
nym, natomiast jak do tej pory nie zostaly podjete bezposrednie
dziatania legislacyjne skoncentrowane na uregulowaniu kwestii
wlasnosci intelektualnej w kontekscie AL W szczegdlnosci nie
zostaly one wprost zaadresowane w kluczowej unijnej regula-
¢ji — akcie w sprawie sztucznej inteligencji. Zasygnalizowane
dotychczasowe dzialania oraz tlo regulacyjne w UE stanowia
punkt wyjécia dla analizy w ramach artykutu wybranych pro-
bleméw z dziedziny sztucznej inteligencji z perspektywy prawa
patentowego.

4 Bruksela, 19.02.2020 r. COM(2020) 65 final.
5 Dz.Urz. UE C z 2021 r. 404, s. 129 - dalej Rezolugja.
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Po pierwsze, zwrdcenie w Rezolucji uwagi na status sztucznej
inteligengji jako przedmiotu ewentualnej ochrony patentowej
z bezposrednim odwotaniem do Konwencgji o udzielaniu paten-
tow europejskich (Konwencja o patencie europejskim), sporza-
dzona w Monachium 5.10.1973 r., zmieniona aktem zmienia-
jacym artykul 63 Konwencji z 17.12.1991 r. oraz decyzjami
Rady Administracyjnej Europejskiej Organizacji Patentowe;j
z21.12.1978 1., 13.12.1994 ., 20.10.1995 r., 5.12.1996 1. oraz
10.12.1998 r., wraz z Protokotami stanowigcymi jej integralng
cze$¢® i praktyki Europejskiego Urzedu Patentowego (Euro-
pean Patent Office, EPO), jest pretekstem dla zasygnalizowania
pierwszego z probleméw objetych artykutem, a mianowicie,
na ile system patentowy w Europie oferuje mozliwo$¢ ochrony
wynalazkéw z dziedziny Al i stanowi zachete do innowagji
w tym obszarze. Dla UE oraz jej pafistw cztonkowskich jako
sygnatariuszy przepisy KPE oraz wytyczne EPO stanowig mia-
rodajne punkty odniesienia dla dalszych uwag z uwagi na jedy-
nie czeSciowa harmonizacje unijnego prawa patentowego
w odniesieniu do wymogdéw patentowalnosci wynalazkéw’.
Uzyskiwanie ochrony na podstawie KPE w procedurze patentu
europejskiego stanowi — obok $ciezek krajowych — podstawowsg
strategie uzyskiwania ochrony na wynalazki w Unii Europej-
skiej. Obecnie regulacja ta jest jeszcze mocniej zintegrowana
z unijnym rezimem ochrony i egzekwowania praw wlasnosci
intelektualnej w ramach nowego systemu patentu europejskiego
o jednolitym skutku®.

Po drugie, dla oceny mozliwo$ci patentowania sztucznej
inteligencji w UE istotne znaczenie ma deklarowane w Rezolugji
oraz innych inicjatywach Unii Europejskiej podejécie skoncen-
trowane na czlowieku (human-centric approach), rezonujace
z formalnymi wymogami oznaczenia autorstwa wynalazku
w zgloszeniu patentowym. W tym kontekscie artykut zawiera
aktualizacje w odniesieniu do toczacej sie w Europie dyskusji
na temat mozliwo$ci uznania Al za wynalazce, co ma zwia-
zek ze wspominanymi strategiami patentowania przedsie-
biorstw unijnych.

Po trzecie, w Rezolucji problem pelnego ujawnienia wyna-
lazku w prawie patentowym z uwagi na ztozono$¢ rozumowania
w odniesieniu do niektérych technologii Al zostal aktualnie
zaadresowany w nowych wytycznych EPO dotyczacych sztucz-
nej inteligencji. Pozostaje to w $cistym zwigzku ze standardami
zaufania, przejrzystosci, wyja$nialno$ci oraz niezawodnosci Al,
ktore leza u podstaw horyzontalnej regulacji harmonizujacej
— aktu w sprawie sztucznej inteligencji, ktéry aktualnie jest
wdrazany w panistwach cztonkowskich’. Na tym tle pojawia sie

(o)

Dz.U. 2 2004 r. Nr 79, poz. 737 ze zm. — dalej KPE.

7 W obszarze zdolnosci patentowej i przestanek patentowalnosci
unijna harmonizacja jest szczatkowa i dotyczy wylacznie wynalazkéw
biotechnologicznych.

8 Ramy systemu okre§laja i reguluja: rozporzadzenie Parlamentu Euro-
pejskiego i Rady (UE) nr 1257/2012 z 17.12.2012 r. wprowadzajace
wzmocniong wspélprac¢ w dziedzinie tworzenia jednolitego systemu
ochrony patentowej (Dz.Urz. UE L 361, s. 1); rozporzadzenie Rady (UE)
nr 1260/2012 z 17.12.2012 r. wprowadzajgce wzmocniong wspdlprace
w dziedzinie tworzenia jednolitego systemu ochrony patentowej w odnie-
sieniu do majacych zastosowanie ustalei dotyczacych tlumaczef (Dz.Urz.
UE L 361, s. 89); porozumienie w sprawie Jednolitego Sadu Patentowego
219.02.2013 r. (Dz.Urz. UE C 175, 5. 1).

9 Chodzi w szczegdlnosci o systemy adaptacyjnego uczenia sig, ktére moga

kalibrowa¢ si¢ na nowo po kazdym wprowadzeniu danych, co powoduje,

ze w niektérych przypadkach ujawnianie informacji o nich z wyprzedzeniem
jest nieskuteczne.

pytanie o wzajemng relacje miedzy tymi wymogami, zaréwno
z punktu widzenia kompatybilno$ci tworzonych technologii Al
Z przepisami prawa patentowego, jak i wplywu nowych unij-
nych standardéw dotyczacych Al wysokiego ryzyka na strategie
patentowania.

Powyzsze zagadnienia wpisuja sie w dyskusje nad konieczno-
$cig zapewnienia ram regulacyjnych dla Al ktore z jednej strony
wzbudzaja zaufanie do bezpieczefistwa i niezawodnosci Al,
z drugiej — zapewniajg réwnowage miedzy ochrong obywateli
a zachecaniem przedsiebiorstw do inwestowania w innowacje,
realizujgc zatozenia ,europejskiego podejscia do doskonatosci
i zaufania”.

2. Zdolnos¢ patentowa wynalazkéw
z dziedziny sztucznej inteligencji

Sztuczna inteligencja i uczenie maszynowe opieraja sie
na modelach obliczeniowych i algorytmach stuzacych do klasy-
fikacji, grupowania, regresji i redukgji, ktore maja z natury cha-
rakter abstrakcyjny, niezaleznie od tego, czy mozna je ,,wytre-
nowa¢” na podstawie danych szkoleniowych. Dlatego dla
oceny mozliwosci patentowania Al wlasciwe jest w pierwszej
kolejnosci odwolanie do przepiséw KPE dotyczacych algoryt-
mow, metod obliczeniowych i programéw komputerowych
oraz praktyki EPO w obszarze udzielania patentéw w tej dzie-
dzinie'. Zgodnie z wcze$niejszymi uwagami nalezy podkreslié,
ze patentowanie wynalazkow na podstawie KPE w procedurze
patentu europejskiego, stanowi obok $ciezek krajowych pod-
stawowg strategie uzyskiwania ochrony na wynalazki w Unii
Europejskiej, zwlaszcza w kontekscie zintegrowanego z nig
unijnego rezimu patentu europejskiego o jednolitym skutku.

Choé art. 52 ust. 2 lit. ¢ KPE wyklucza programy kompute-
rowe ,jako takie” z ochrony patentowej, wynalazki zwigzane
z oprogramowaniem nie s3 wykluczone z mozliwosci uzyska-
nia patentu, jezeli maja charakter techniczny i realizujg ,,dal-
szy efekt techniczny”. Warunek ten moze by¢ spetniony dla
tzw. wynalazkow implementowanych za pomocg komputera,
ktore s3 zdefiniowane jako wynalazki zwigzane z komputerami,
sieciami komputerowymi lub innymi urzadzeniami progra-
mowalnymi, posiadajgce jedng nowa ceche lub wiecej, ktore
sa w calosci lub w czeSci urzeczywistniane za pomocg programu
lub programéw komputerowych. Analogiczne zasady znajduja
zastosowanie do wynalazkéw z dziedziny sztucznej inteligencji.
Zgodnie ze zaktualizowanymi wytycznymi EPO (G. II. 3.3.1),
Al ,jako takie” podlega wylaczeniu z zakresu patentowania''.
Poniewaz jednak sztuczna inteligencja i uczenie maszynowe
znajduja zastosowanie w réznych dziedzinach technologii, roz-
wigzania z tego obszaru mogg przyczynic sie do technicznego
rozwigzania problemu technicznego, w szczeg6lnosci poprzez
zastosowanie w dziedzinie techniki i/lub dostosowanie do kon-
kretnego technicznego wdrozenia (np. poprzez wykorzystanie

10 Powodem tego wylaczenia jest fakt, ze program komputerowy lub schemat
takiego programu sa abstrakeyjne (nietechniczne), podczas gdy wynalazek
— aby mdgl by¢ opatentowany — musi odnosi¢ si¢ do dziedziny techniki
i mie¢ techniczny charakter. W przypadku programéw komputerowych
wylaczenie to rozciaga sie takze na elementy, ktére sg integralng czescig
programu, oraz aplikacje, dla ktérych program zostal stworzony (przetwa-
rzanie danych, algorytmy, metody biznesowe).

11 Zob. 1. Balos, Al patent — Is there a Need to Rethink Patent Law? [w:] Patents
as an Incentive for Innovation, red. R. Sikorski, Z. Zemta-Pacud, Alphen
aan den Rijn 2021, s. 214-216.
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sieci neuronowej w aparacie do monitorowania pracy serca

w celu identyfikacji jego nieregularnych uderzen) i podlegaé

patentowaniu'?. Oznacza to, ze jezeli zastrzezenie wynalazku

Zwigzanego ze sztuczng inteligencja lub uczeniem maszynowym

dotyczy metody wykorzystujacej srodki techniczne lub urza-

dzenia, jego przedmiot ma charakter techniczny jako cato$é

i w zwigzku z tym nie jest wylgczony z mozliwosci uzyskania

patentu na podstawie art. 52 ust. 2 lub 3 KPE, jako rozwigzanie

w ogole nie stanowigce wynalazku w rozumieniu tego przepisu.

Dopiero uznanie za wynalazek uzasadnia badanie przestanek
patentowalnosci takich jak: nowo$¢, poziom wynalazczy oraz
przemystowa stosowalno$¢'?, ocenianych z uwzglednieniem
wymogu pelnego ujawnienia wynalazku, ktéremu po$wiecone
zostang odrebne uwagi w dalszej czesci artykutu. Nawet rozwig-
zania spelniajgce te warunki, z uwzglednieniem szczegdlnych
wyzwan ktore moga pojawié sie przy ich ocenie w kontekscie
wynalazkéw Al, moga podlega¢ dalszym ograniczeniom, jesli
chodzi o udzielenie patentu. Chodzi o wytgczenia przewidziane

w art. 53 lit. a KPE, ktére mogg w praktyce uniemozliwié

patentowanie (np. systemdéw Al wysokiego ryzyka objetych

aktem w sprawie sztucznej inteligencji), z uwagi na sprzeczno$é

z porzadkiem publicznym lub dobrymi obyczajami.

Wskazane wytyczne i wymogi dotyczace mozliwosci roz-
wigzan z obszaru sztucznej inteligencji maja zastosowanie bez
wzgledu na zakwalifikowanie rozwigzania do jednej z naste-
pujacych kategorii:

1) wynalazku stworzonego przez czlowieka, przy ktérego
tworzeniu wykorzystano sztuczng inteligencje jako narze-
dzie (Al-assisted inventions);

2) wynalazku stworzonego przez cztowieka, w ktorym zastrze-
zone rozwigzanie techniczne (zastosowanie w dziedzinie
technicznej) zostalo osiggane poprzez sztuczng inteligencje
stanowigcy element zastrzezonego rozwigzania (Al-imple-
mented invention),

3) wynalazku samodzielnie wygenerowanego przez sztuczng
inteligencje, z minimalnym udzialem czlowieka lub bez
ludzkiej kontroli (Al-generated invention)'*.

Powyzsze rozrdznienie uwzgledniajace ostatnig kategorie
wynalazkéw generowanych przez Al ma natomiast kluczowe
znaczenie z punktu widzenia spelnienia przez zgloszenie wymo-
gow formalnych, do ktérych nalezy oznaczenie tworcy wyna-
lazku oraz zglaszajacego jako podmiotu uprawnionego z tytutu

12 Zob. Guidelines for Examination in the European Patent Office, April
2025 edition, OJ EPO 2025, A4, https://www.epo.org/en/legal/guidelines-
-epc/2025/g_ii_3_3_1.html (dostep, 24.11.2005 r.).

13 Wynalazki z dziedziny sztucznej inteligencji stanowig wyzwanie takze
w aspekcie oceny tych przestanek patentowalnosci, co jednak pozostaje poza
zakresem szczegdtowej analizy objetej artykutem. Sygnalizacyjnie mozna
wskazaé na dyskusje nad standardami oceny nieoczywistoéci takich wyna-
lazkéw z uwzglednieniem tradycyjnego wzorca znawcy w danej dziedzinie
techniki, a takze znaczenia petnego ujawnienia wynalazku dla weryfikagji
przemystowej stosowalnosci — zob. N. Shemov, G.A. Gabison, The Inven-
tive Step Requirement and the Rise of the AI Machines, ,,Queen Mary Law
Research Paper” 2022/3785, s. 6-13. Szerzej na temat szans i zagrozef dla
urzedéw patentowych zwigzanych z Al J. Ozegalska-Trybalska, Artificial
intelligence and patent law: risks, challenges, and opportunities [w:] Legal
and technical aspects of Artificial Intelligence, red. L. Lai, M, Swierczyfiski,
Warszawa 2021, s. 131-144.

14 Szeroko na temat specyfiki i etapéw tworzenia Al D. Kim, AI-Genera-
ted Inventions’: Time to Get the Record Straight?, ,,GRUR International”
2020/5, s. 444-466.

prawa do uzyskania patentu. KPE oraz regulacje patentowe
pafistw cztonkowskich nie definiujg ,wynalazcy”, a z ich lite-
ralnego brzmienia nie wynika, ze musi nim by¢ cztowiek. Powo-
duje to praktyczny problem w zakresie wlasciwego oznaczania
udziatu Al przy tworzeniu wynalazkéw po stronie zglaszajacych
takie wynalazki i praktyki zwigzanej z ich oceng przez EPO
i krajowe urzedy patentowe pafistw cztonkowskich.

3. Podejscie skoncentrowane na cztowieku
a Al jako twérca wynalazku

Dyskusja nad faktyczng tworczo$cig wynalazczg w kontekscie
mozliwo$ci formalnego traktowania Al jako wynalazcy na zasa-
dach rownych z ludzkim tworcg pozostaje w zwigzku ze sfor-
mulowanym przez Komisje Europejskg i promowanym przez
UE strategicznym podejsciem do sztucznej inteligencji skon-
centrowanym na czlowieku'. Opiera sie ono na zalozeniu,
ze nowe technologie, takie jak Al, powinny pozostawaé pod
przewodnig i nadzorczg rola cztowieka zwlaszcza w kontekscie
podejmowania decyzji istotnych z punktu widzenia prawa, etyki
lub bezpieczefistwa oraz shuzyé obywatelom UE. Nadzér czto-
wieka mozna realizowaé za pomocg mechanizméw zarzadzania,
opartych na zasadach'¢: udziatu czynnika ludzkiego (human-in-
-the-loop, HITL)", ludzkiej interwencji (human-on-the-loop,
HOTL)'® lub ludzkiej kontroli (human-in-command, HIC)".
Wspierajace je dalsze zasady, takie jak: zaufanie (trustworthy Al),
ochrona praw podstawowych, odpowiedzialno$¢ i przejrzy-
sto§é, przySwiecajg przyjetym unijnym wytycznym?’, ramom
regulacyjnym dla AI?', oraz obowigzujacym regulacjom, m.in.
aktowi w sprawie sztucznej inteligencji.

Wskazane Zrodia nie zawierajg bezposredniego odniesienia
do nadzorczej roli cztowieka w dziedzinie twdrczosci wyna-
lazczej. Jednak kierunek interpretacji prawa patentowego
z uwzglednieniem centralnej roli cztowieka — jesli nie w pro-
cesie tworzenia, to uzyskiwania formalnej ochrony wynalazku
— ma mocne oparcie w paradygmacie cztowieka jako twdrcy
w prawie patentowym. Znajduje takze oddZwiek w stosowaniu
przepiséw prawa patentowego w aktualnej praktyce EPO oraz
krajowych sagdow pafistw cztonkowskich UE?2. Dotyczy to pro-

15 Zob. Komunikat Komisji, Sztuczna inteligencja dla Europy, Komunikat
Komisji do Parlamentu Europejskiego, Rady, Europejskiego Komitetu
Ekonomiczno-Spotecznego i Komitetu Regiondw, Budowanie zaufa-
nia do sztucznej inteligencji ukierunkowanej na czlowieka, Bruksela,
8.04.2019 r. COM(2019) 168 final, https://eur-lex.europa.eu/legal-content/
PL/TXT/HTML/?uri=CELEX:52019DC0168 (dostep:14.11.2025 r.).

16 Whytyczne w zakresie etyki dotyczqce godnej zaufania sztucznej inteligencii,
dokument przygotowany przez niezalezng Grupe ekspertéw wysokiego
szczebla ds. sztucznej inteligencji powotang przez Komisje Europejska
w czerwcu 2018 r. (A IHLEG), s. 20, https://ec.europa.eu/futurium/en/
ai-alliance-consultation.1.html (dostep: 19.11.2025 r.).

17 Zasada zaktada, ze cztowiek powinien zrozumieé dziatanie systemu, méc
interweniowa¢, decydowaé w sytuacjach krytycznych i ponosi¢ odpowie-
dzialno§¢ prawng za decyzje.

18 Zgodnie z zasada cztowiek powinien by¢ bezposrednio zaangazowany
w podejmowanie decyzji generowanych przez Al

19 Zasada zaktada monitorowanie przez czlowieka i mozliwos¢ jego inter-
wencji w razie potrzeby.

20 Zob. Wytyczne w zakresie etyki..., s. 19-20.

21 Zob. Biala ksigga..., s. 24.

22 Takie wnioski plyng takze z opracowania przygotowanego na zlecenie
Komisji Europejskiej oraz EPO - zob. N. Shemtov, A study on inventorship
in inventions involving Al activity, Commissioned by the European Patent
Office, 2019, s. 2-36, https://share.google/z4AFgtigaTKPRlaMa (dostep:
11.12.2025 r.).
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cedowania zgtoszen wylacznie z oznaczeniem cztowieka jako
tworcy, nawet w przypadku udziatu Al w praktyce urzedéw
patentowych, jak i orzecznictwie sgdowym potwierdzajgcym,
ze prawo do autorstwa wynalazku i prawo do uzyskania patentu
moze zostaé nabyte wylgcznie przez ,,ludzkiego wynalazce”.

Takie stanowisko zostato zajete przez EPO w precedenso-
wej sprawie zgloszen wynalazkéw stworzonych autonomicznie
przez system Al o nazwie DABUS? w decyzjach odrzucajacych
wnioski o udzielenie patentéw?* i potwierdzone w decyzjach
Izb Odwotawczych. Europejski Urzad Patentowy opart sie
w nich na art. 81 KPE (w zw. z art. 60 ust. 1 KPE), zgodnie
z ktdrym zglaszajacy musi wskazaé wynalazce, natomiast jesli
zglaszajacy nie jest wynalazcg lub nie jest jedynym wynalazca,
wyznaczenie zawiera o$wiadczenie wskazujace zrodto prawa
do patentu europejskiego. Decyzje zostaly podjete z odwo-
taniem do przepiséw wykonawczych okreslajacych wymogi
formalne zgtoszenia, takie jak podanie w zgtoszeniu nazwiska
rodowego, imion oraz kraju i miejsca zamieszkania wynalazcy,
oraz podpisu zglaszajacego lub jego przedstawiciela, czego
nie spetniato zgloszenie?. Przyjeto w nich, ze nazwisko osoby
fizycznej nie tylko pelni funkcje identyfikacyjna, lecz takze
umozliwia egzekwowanie przystugujacych praw, a nazwy nada-
nej Al nie mozna utozsamiaé z nazwiskiem osoby fizycznej
i przypisac jej osobowosci prawnej (kt6rej Al nie posiada zgod-
nie z obowigzujgcymi przepisami). Co istotne, z decyzji wynika,
ze odrzucenie wniosku z powodu brakéw formalnych z uwagi
na zakwestionowanie mozliwosci oznaczenia Al jak tworcy
wynalazku, nie oznacza zakwestionowania mozliwosci zglasza-
nia wynalazkdw tworzonych przez Al i ich zdolnosci patentowej
per se. Weryfikacja wymogdw formalnych odbywa sie bowiem
przed merytoryczng oceng wynalazku z punktu widzenia spet-
nienia przez niego wymogéw patentowalno$ci wynikajacych
z przepiséw materialnych?.

Podobne podejscie stosujg krajowe sagdy w UE. Rozstrzy-
gajac odwolanie od decyzji krajowego urzedu patentowego,
niemiecki sad najwyzszy potwierdzil, ze system sztucznej inte-
ligencji nie moze by¢é wymieniony w zgloszeniu jako wynalazca
i obowigzkowe jest wskazanie osoby fizycznej jako wynalazcy,
nawet jesli taki system wnidst istotny, a nawet zasadniczy wkiad
wynalazczy?’. Jak podkreslono, wskazanie cztowieka jako wyna-
lazcy, ktory spowodowal, ze okreslona sztuczna inteligencja
wsparta dokonanie wynalazku, nie powinno powodowaé
odrzucenia wniosku patentowego?®.

23 Zob. szczegdtowo na temat sprawy 1. Balos, Sztuczna inteligencja i jej wyna-
lazki — studium przypadku, ,Zeszyty Naukowe Uniwersytetu Jagiellofiskiego.
Prace z Prawa Wtasnosci Intelektualnej” 2020/1, s. 95-115; R. Hughes,
EPO refuses ,, Al inventor” applications in short order — Al Inventor team
intend to appeal, 22.12.2019 r., http://ipkitten.blogspot.com/2019/12/
epo-refuses-ai-inventor-applications-in.html (dostep: 11.12.2025 r.).

24 Decyzje Izb Odwotawczych EPO 2 21.12. 2021 r., w sprawach J 8/20 oraz J 9/20,
Grounds for the EPO decision of 27 January 2020 on EP 18 275 163 oraz Gro-
unds for the EPO decision of 27 January 2020 on EP 18 275 174, https://www.
epo.org/news-events/news/2020/20200128.html (dostgp: 11.12.2025 r.).

25 Zasada 19 pkt 1 KPE.

26 Komunikat EPO dotyczacy decyzji Izby Odwotawczejz 21.12.2021 r. w pola-
czonych sprawach J 8/20 oraz J 9/20, dostepny pod adresem: https://www.
epo.org/law-practice/case-law-appeals/communications/2021/20211221.
html (dostgp: 23.11.2025 r.).

27 Wyrok Federal Court of Justice (Bundesgerichtshof) z 11.06.2024 r., X ZB 5/22.

28 D. Kim, The Illusory Standard of Significant Human Contribution to Al-
-Assisted Inventions after the DABUS Decision of the German Federal Court
of Justice, ,International Review of Intellectual Property and Competition
Law” 2025/56, s. 369-380.

W decyzjach wydanych w sprawie DABUS zwrdcono takze
uwage na brak podstaw do pierwotnego nabycia przez Al praw
do uzyskania patentu i jednocze$nie zwigzang z tym watpliwo$é
podstaw nabycia statusu uprawnionego do uzyskania patentu
przez podmiot, ktory stworzyt AT,

Ocena takiego stanowiska w kwestii wynalazczosci Al
z punktu widzenia prawa patentowego nie jest jednoznaczna.
Z jednej strony mozna argumentowaé, ze podejicie przyjete
w sprawie DABUS - faworyzujac tworce-cztowieka i ,,legalizu-
jac” pomijanie Al jako tworcy — ma te korzy$¢, ze nie blokuje
mozliwosci patentowania tej kategorii wynalazkow. Wobec
braku pewnosci, czy nadanie statusu wynalazcy Al w istocie
przyniostoby jakiekolwiek korzy$ci dla systemu patentowego
w postaci mocniejszej zachety do tworzenia innowacji w tym
sektorze, mozna je zatem uzna¢ za balansujace i pragmatyczne
rozwigzanie’’. Z drugiej strony podejscie, zgodnie z ktérym
mimo istotnego wktadu twoérczego Al prawo do autorstwa
przyznaje sie czlowiekowi, jest przedmiotem krytyki z odwota-
niem sie do stosowanego dotad standardu przyznawania praw
do wynalazku pod warunkiem spetnienia wymogu wktadu
wynalazczego?!. Jednoczes$nie, w opinii niektérych komenta-
toréw, uznanie sztucznej inteligencji za wynalazce nie zagraza
systemowi patentowemu (nie wymaga przyznania maszynom
osobowosci prawnej ani uprawniefi wynalazcy), a ogdlne
zastrzezenia wobec uznania sztucznej inteligencji za wynalazce
uznawane s3 zatem za bezpodstawne i promujgce sktadanie
fatszywych o$wiadczen co do autorstwa wynalazku i nieuza-
sadnione przypisywanie praw rzekomym wynalazcom kreujgce
niepewno$¢ prawna’2,

Odnoszac wskazang praktyke do akcentowanych zasad opar-
tych na podej$ciu opartym na czlowieku, nie ma watpliwosci,
ze na poziomie ogdlnej implementacji tego zalozenia jest ona
spojna z tym podejsciem. Wynika to jednak, co nalezy podkre-
§li¢, nie z aktualnego wplywu regulacji unijnych na interpre-
tacje prawa patentowego, ale z utrwalonych w tej dziedzinie
kanonoéw, ktore na razie — jak wynika z wcze$niejszej analizy
nie zostaly zmienione w zwigzku ze udzialem Al w tworzeniu
wynalazkéw. Mniej oczywiste s3 wnioski przy bardziej szcze-
gélowej ocenie kompatybilnosci podejécia ze wspomnianymi
weze$niej zasadami udziatu czynnika ludzkiego (HITL), ludzkiej
interwencji (HOTL) i ludzkiej kontroli (HIC). O ile majg one
zastosowanie w przypadku wcze$niej wymienionych kategorii
wynalazkéw wspieranych przez Al oraz wynalazkéw implemen-
tujacych Al, problem pojawia sie w przypadkach wynalazkéw
generowanych przez Al, takich jak analizowany kazus DABUS,
gdzie dowodzono, ze wynalazki zostaly stworzone samodzielnie
przez Al (4. z udzialem cztowieka tylko na etapie tworzenia

29 Decyzje EPO Boards of Appeal z 21.12. 2021 r., w sprawach J 8/20 i J 9/20,
Grounds for the EPO decision of 27 January 2020 on EP 18 275 163 oraz
Grounds for the EPO decision of 27 January 2020 on EP 18 275 174,
https://www.epo.org/news-events/news/2020/20200128.html (dostep:
11.12.2025 r.). Zob. takze wyrok Federal Court of Justice (Bundesgericht-
shof) z 11.06.2024 r., X ZB 5/22.

30 Zob. J. Ozegalska-Trybalska, ,, Wynalazczos¢” sztucznej inteligencji: wwagi
na tle sprawy DABUS [w:] Reforma prawa wiasnosci intelektualnej. Cz. 2,
red. A. Adamczak, Kielce 2022, s. 40.

31 D. Kim, The lllusory Standard..., s. 375.

32 M. Stierle, A De Lege Ferenda Perspective on Artificial Intelligence Sys-
tems Designated as Inventors in the European Patent System, Gewerblicher
Rechtsschutz und Urheberrecht. Internationaler Teil, ,, GRUR International”
202172, 5. 132.
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i trenowania Al ale nie podczas tworzenia samego wynalazku,
gdzie ,sprawcg kreatywnym” jest maszyna). To otwiera pole
do dalszej dyskusji, czy obecna polityka human-centric jest
mozliwa do utrzymania w dlugiej perspektywie w kontekscie
niewatpliwego rozwoju w obszarze takich wiasnie wynalazkéw
autonomicznie tworzonych przez Al, ktérych mechanizmu dzia-
lania cztowiek nie rozumie w pelni — w szczegblnosci z uwagi
na brak pelnej wyjasnialnosci, efekt tzw. czarnej skrzynki i auto-
nomie decyzyjng Al w zakresie wykonywania operacji oblicze-
niowych. Mozna bowiem argumentowad, ze jesli nie jest jasne,
w jaki sposéb rozwigzywany jest problem w ,,czarnej skrzynce”,
rozwigzanie nie jest pod kontrolg nadzorcza cztowieka, ktory
nie powinien by¢ w takim wypadku uznawany za autora rozwig-
zania®. Ten aspekt ma znaczenie nie tylko z punktu widzenia
analizowanej perspektywy ,wynalazczo$ci AI” bez kontroli,
wktadu i pelnego zrozumienia przez cztowieka, lecz takze
kolejnych wyzwan zwigzanych z patentowaniem Al, w tym
wymogu pelnego ujawnienia wynalazkéw w kontekscie upo-
wszechniania zorientowanej na czlowieka i godnej zaufania
sztucznej inteligenciji.

4. Regulacyjne standardy bezpieczenstwa Al
w UE a wymag petnego ujawnienia wynalazku

Zgodnie z wczesniejszymi uwagami, regulacyjne standardy
bezpieczefistwa przyjete w AIA opieraja sie na zatozeniu, ze sys-
temy Al musza by¢ wyjasniane, interpretowalne, przejrzyste,
zdolne do odtworzenia, przewidywalne i objete kontrolg czto-
wieka, co dotyczy zwlaszcza system6w wysokiego ryzyka, a zatem
takich, ktére mogg stanowic zagrozenia dla bezpieczefistwa, praw
podstawowych, prywatnosci, niedyskryminacji**. Nalezy wyja-
$nié, ze zgodnie z definicjg z AIA, system Al oznacza ,system
maszynowy, ktory zostat zaprojektowany do dziatania z r6znym
poziomem autonomii po jego wdrozeniu oraz ktdry moze wyka-
zywaé zdolno$¢ adaptacji po jego wdrozeniu, a takze ktéry —
na potrzeby wyraznych lub dorozumianych celéw — wnioskuje,
jak generowac na podstawie otrzymanych danych wejsciowych
wyniki, takie jak predykgje, tresci, zalecenia lub decyzje, ktore
mogg wplywaé na §rodowisko fizyczne lub wirtualne”.

Wymog wyjasnialnoSci systemu sztucznej inteligencji ozna-
cza, ze powinna go cechowaé zdolno$¢ przedstawienia w zro-
zumialy sposéb, dlaczego i w jaki sposdb podjat dang decyzje,
wygenerowal okreslony wynik, po to, aby jego decyzje byly
zrozumiate dla ludzi (nawet jesli model jest ztozony), przejrzy-
ste (umozliwiaé sprawdzenie, jak model dziata wewnetrznie),
uzasadnione i mozliwe do zakwestionowania. Model interpre-
towalny dziala w sposéb przejrzysty, ujawniajac powigzania
miedzy danymi wejSciowymi a wynikami. Wyjasnalno$¢ i przej-
rzysto$¢ majg zatem zapewnia¢ mozliwo$¢ zrozumienia logiki
dziatania modelu i sprawdzenie, ktére dane i cechy wplynely
na decyzje, tym samym gwarantowa¢ zaufanie dla uzytkownika,
ze system dziala racjonalnie, oraz bezpieczefistwo (poprzez
umozliwienie wykrywania btedéw, naduzy¢).

Kwestie przejrzystosci reguluje art. 13 AIA, z ktérego
wynika, ze systemy Al wysokiego ryzyka projektuje sie i rozwija

33 D. Kim, Al-Generated..., s. 453.

34 Zob. Wytyczne w zakresie etyki dotyczgce godnej zaufania sztucznej inteli-
gencji, Komisja Europejska 2018, s. 8-46, zalozenia aktu w zakresie sztucz-
nej inteligencji.

35 Art. 3 ust. 1 AIA.

w sposOb zapewniajacy wystarczajacg przejrzysto$¢ ich dziata-
nia, umozliwiajgcg podmiotom stosujgcym interpretacje wyni-
kow systemu i ich wlasciwe wykorzystanie poprzez dotgczong
do nich instrukgcje obstugi. Powinna ona zawiera¢ w stosownych
przypadkach specyfikacje dotyczace danych wejsciowych lub
wszelkie inne istotne informacje dotyczace wykorzystywanych
zbioréw danych treningowych, walidacyjnych i testowych,
uwzgledniajac przeznaczenie systemu Al wysokiego ryzyka,
oraz informacje umozliwiajace podmiotom stosujgcym inter-
pretacje wynikow systemu Al wysokiego ryzyka i odpowiednie
wykorzystanie tych wynikéw. Natomiast art. 86 AIA przewi-
duje prawo do wyjasnienia decyzji, tzn. uzyskania klarownych
i znaczacych wyjasniens w przypadku decyzji wysokiego ryzyka
majacych skutki prawne lub wplywajacych istotnie na osobe
fizyczna. Obejmuje to obowigzek przedstawienia roli systemu Al
w procesie decyzyjnym, gléwnych czynnikéw, ktére wplynety
na wynik, czy tez ograniczef i potencjalnych ryzyk zwigzanych
z decyzja*.

Weskazane wymogi regulacyjne dotyczace przejrzystosci
i wyjasnialno$ci system6éw Al majg znaczenie z punktu widze-
nia strategii rozwoju i wdrazania takich systeméw w UE, ale
takze zabezpieczania ich ochrony. Dotyczy to w szczegdlnosci
ochrony patentowej, zwlaszcza w kontekscie wymogu petnego
ujawnienia, ktéry petni dla zgtoszonych do ochrony wynalaz-
kow zblizong funkcje jak wymogi regulacyjne dla systemdow Al,
mianowicie jego celem jest takie opisanie wynalazku w zglo-
szeniu, aby jego dziafanie byto ,wyjasnialne”, tzn. na tyle kom-
pletne i przejrzyste, aby znawca w danej dziedzinie techniki
mogt odtworzy¢ wynalazek i zweryfikowaé jego przemystowy
stosowalno$é, bez potrzeby dokonywania rozwigzafi dodatko-
wych, przekraczajgcych zwyczajne zabiegi adaptacyjne’’. Brak
dostatecznego ujawnienia wynalazku godzi w cel prawa paten-
towego w postaci ujawnienia wiedzy technicznej niezbednej
do dziatania wynalazku w zamian za wyltgczno$é w zakresie jego
eksploatacji, jako konkurencyjna strategia dla nieujawniania
wynalazku i jego ochrony jako know-how. Zgodnie z wymo-
giem pelnego ujawnienia zgloszenie (zastrzezenie patentowe)
musi zawieraé wszystkie istotne cechy wynalazku, tj. takie, ktore
s3 niezbedne dla rozwigzania problemu technicznego przez
wynalazek?®®. Wymog ten ma znaczenie nie tylko na etapie zglo-
szenia, lecz takze ze wzgledu na okoliczno$¢ okreslenia zakresu
ochrony na potrzeby weryfikacji z kolizyjnym rozwigzaniem.
Brak dostatecznego ujawnienia wynalazku czy kompletnosci
zgloszenia stanowi podstawe odmowy udzielenia patentu oraz
przestanke do jego uniewaznienia.

Obowiazek pelnego, kompleksowego i precyzyjnego opisu
technologii bazowej, ktory umozliwia odtworzenie zastrzezo-
nego rozwigzania technicznego, wynikajacy z prawa patento-
wego (powtarzalno$¢ rezultatu) pozostaje zatem w istotnym
zwigzku z wymogami regulacyjnymi i mozna przyjaé, ze wspiera
wymogi regulacyjne przewidziane w AIA. Natomiast wyzwa-
niem dla obu reziméw pozostaja niektére rodzaje sztucznej
inteligencji (np. glebokie sieci neuronowe), ktére cechuje ogra-
niczona wyjasnialno$¢ i ,ujawnialno$¢” z uwagi na wykorzy-
stanie modeli typu ,,czarna skrzynka”.

36 Zob. takze Biala ksigga..., s. 12-14.

37 Zob. art. 83 KPE, zgodnie z ktérym ,europejskie zgloszenie patentowe
musi ujawnia¢ wynalazek w sposob dostatecznie jasny i wyczerpujacy, aby
specjalista z danej dziedziny mogt go wykonad”.

38 Por.decyzj¢eEUP214.03.1984r.,T0032/82,EP:BA:1984:T003282.19840314.
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,»Czarna skrzynka” oznacza ztozonos¢ obliczeniows z uwzgled-
nieniem wielu czynnikéw, ktore powoduja, ze czesto nie jest
jasne, czy rezultaty wyuczone na podstawie danych beds iden-
tyczne z tymi zalozonymi (wiadome sg dane wejsciowe i wynik,
ale nie wiadomo, jak model doszedt do decyzji)**. Kluczem
do zrozumienia dzialania wielu systeméw Al sg zbiory danych,
na ktorych systemy zostaly przeszkolone, a ktorych inteligentne
przetwarzanie moze prowadzi¢ do potencjalnie nieprzewidy-
walnych efektow technicznych generowanych przez wynalazek.
»Czarne skrzynki” stanowig wyzwanie dla weryfikacji wymogu
pelnego ujawnienia wynalazku, w szczeg6lnosci powtarzalnosci
danych pozwalajacych odtworzy¢ wynalazek z takim samym
efektem technicznym jak zastrzezony*’. Obawe stanowi fakt,
ze dane generowane przez zaawansowang sztuczng inteligencje
moga nie by¢ powtarzalne i weryfikowalne dla znawcy w danej
dziedzinie techniki, a wowczas wyzwaniem jest ocena wymo-
gow formalnych i zdolnosci patentowej, w tym ujawnienia
poziomu wynalazczego i przemystowej stosowalnosci. Przej-
rzysto$¢ wynalazku z dziedziny Al rozumiana jako ujawnienie
kodu algorytmow, na ktorych opiera sie dane rozwigzanie nie
daje bowiem odpowiedzi na pytanie, na jakich warunkach algo-
rytm zostal faktycznie wykorzystany w danym systemie i czy
bedzie ,,zachowywal sie” tak, jak zostal pierwotnie zaprogra-
mowany*'. Kluczowe s3 wyja$nienie i transparentno$¢ w zakre-
sie mozliwych rézni¢ miedzy danymi wejSciowymi i wyjscio-
wymi oraz sposobu, w jaki zestawy danych byty szkolone
i wdrazane*.

Europejski Urzad Patentowy zaadresowal powyzszy pro-
blem w zaktualizowanych wytycznych®, udoskonalajac swoje
podejscie do wymogu pelnego ujawnienia wynalazkow zwigza-
nych ze sztuczng inteligencjg z uwzglednieniem danych trenin-
gowych. Zgodnie z instrukcjami dla zglaszajacych efekt tech-
niczny, jaki osigga algorytm uczenia maszynowego, moze by¢
tatwo widoczny lub ustalony na podstawie wyjasnien,, dowoddw
matematycznych, danych eksperymentalnych itp. Jak wskazuje
EPO, ,,jesli efekt techniczny jest zalezny od szczegblnych cech
wykorzystywanego szkoleniowego zbioru danych, cechy te,
ktore s3 wymagane do odtworzenia efektu technicznego, muszg
zostaé ujawnione, chyba ze znawca w danej dziedzinie moze
je okresli¢ bez nadmiernego wysitku, korzystajac z powszechnej
wiedzy ogélnej. Ogdlnie rzecz biorac, nie ma jednak potrzeby
ujawniania konkretnego szkoleniowego zbioru danych”#. Jak
z tego wynika, wystarczajgce ujawnienie informacji dotyczacych
wynalazku Al mozna zapewnid, niekoniecznie dostarczajgc
urzedowi dane treningowe, ale wtasciwie opisujac charakte-
rystyke danych wejSciowych. W zakresie konkretnych przy-
ktadow zglaszajacy powinni realizowaé te wytyczne dla rdz-
nych elementéw i aspektdw dziatania w celu zagwarantowania

39 Przeciwiefistwem s3 ,,szklane skrzynki” (glass box), tj. modele obliczeniowe,
ktore mozna wyjasnic; odnosza sie do sytuacji, w ktdrych wszystkie operacje
obliczeniowe i parametry systemu s3 przejrzyste.

40 Zob. art. 12 Rezolugji.

41 Por. J. Ozegalska-Trybalska, ,,Wynalazczos¢™..., s. 40.

42 European Parliament, Artificial Intelligence ante portas: Legal & ethi-
cal reflections, briefing, s.2, https://www.europarl.europa.eu/RegData/
etudes/BRIE/2019/634427/EPRS_BRI(2019)634427 EN.pdf (dostep
12.12.2025 r.).

43 EUP, G-II, 3.3.1 Artificial intelligence and machine learning z 2024 r.,
https://www.epo.org/en/legal/guidelines-epc (dostep. 12.11.2025 r.).

44 W tym aspekcie por. takze Guidance for Risk Management of Artificial
Intelligence systems, Wytyczne z 11.11.2025 r., s. 13-14.

wystarczajgcego ujawnienia. Przykladowo dla algorytméw lub
modeli architektury danych dokumentacja powinna zawieraé
szczegdtowy opis, a dane szkoleniowe powinny by¢ opatrzone
opisem oraz informacjg na temat istotnosci danych, rodzaju
i zrodta wykorzystanych danych, przetwarzania danych wyko-
nane przed treningiem. Z kolei w odniesieniu do testowania
i walidacji powinno by¢ wyjasnienie, w jaki sposob model Al
zostal przetestowany opis wskaznikow wykorzystywanych
do potwierdzenia jego skutecznosci.

Wytyczne wskazujg ponadto, ze jeSli metody matematyczne
i szkoleniowe zbiory danych s3 ujawnione w sposdb niewystar-
czajaco szczegbtowy, aby odtworzy¢ efekt techniczny w catym
zastrzeganym zakresie, to taki brak szczegdtowosci moze skut-
kowaé ujawnieniem, ktére nie bedzie satysfakcjonujace dla
znawcy®. Jak potwierdza praktyka EPO, takie niewystarczajace
ujawnienie w odniesieniu do modeli AI moze mie¢ miejsce
w przypadku pominiecia danych szkoleniowych lub parame-
trow modelu, nietransparentnych modeli ,,czarna skrzynka”,
tj. zastrzezen bez jasno wyjasnionych metod dzialania, braku
szczegdtow dotyczacych ograniczania ryzyka*.

5. Wnioski

Przeprowadzona analiza dotyczaca wybranych aspektéw
prawa patentowego w kontek$cie unijnych dziatan i otocze-
nia regulacyjnego w obszarze sztucznej inteligencji prowa-
dzi do nastepujgcej odpowiedzi na postawione w artykule
pytania:

1. Europejska regionalna regulacja patentowa — KPE, oraz
krajowe przepisy nie wykluczajg mozliwosci uzyskania
ochrony patentowej wynalazkéw z obszaru sztucznej
inteligencji, na ktére mogg by¢ udzielane patenty na zasa-
dach analogicznych do wypracowanych dla wynalazkéw
implementowanych za pomocg komputera. Patenty moga
zatem odgrywacé role w ksztaltowaniu zachet w obszarze
prawa wlasnosci intelektualnej do rozwijania technologii
z tego obszaru. Zgltaszajacy powinni jednak uwzglednié
formalne ograniczenia zwigzane z przygotowywaniem
zgloszen patentowych, w ktérych — zgodnie z aktualng
praktyka i podejsciem — nie jest dopuszczalne wskazanie
Al jako samodzielnego twércy wynalazku i podmiotu
uprawnionego do uzyskania patentu. Dotyczy to w szcze-
golnosci wynalazkéw generowanych przez sztuczng
inteligengje.

2. Praktyka w zakresie patentowania Al, potwierdzajac paradyg-
mat czlowieka jako twoércy wynalazku, z jego kontrolg nad
tworzeniem rozwigzan z udziatem Al jest spdjna z naczelnym

45 Zaktualizowane wytyczne EPO Guidelines, F-III, 3, w ktérym wprowa-
dzono nastepujaca wskazéwke dotyczacg niewystarczajgcego ujawnienia
wynalazk6w zwigzanych ze sztuczng inteligencja/uczeniem maszynowym
- »inny przykiad mozna znalezé w dziedzinie sztucznej inteligengji, jesli
metody matematyczne i zbiory danych szkoleniowych s3 ujawnione w spo-
s6b niewystarczajaco szczegbtowy, aby osoba posiadajaca wiedze specja-
listyczng mogta odtworzy¢ efekt techniczny bez nadmiernego obcigzenia,
korzystajac z powszechnej wiedzy og6lnej w catym zakresie zastrzezenia”,
https://www.epo.org/en/legal/guidelines-epc/2025/f iii_3.html (dostep:
13.12.2025 r.).

46 Zob. decyzje EUP T 1191/19, T1882/17 szeroko omdwione w aspekcie
pelnego ujawnienia wynalazkéw Al w: M. Aboy, A. Lath, T. Minssen,
K. Liddell, The sufficiency of disclosure of Al inventions, ,Journal of Intel-
lectual Property Law & Practice” 2024/11, s. 834-840.
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zalozeniem promowania rozwoju w UE sztuczne;j inteligencji
opartej na zaufaniu i nadzorze czlowieka. Pewne problemy
w tym zakresie moga stwarza¢ wynalazki generowane przez
sztuczng inteligencje i te oparte na modelach ,,czarnych skrzy-
nek”, co stanowi jedno z wyzwanh prawa patentowego.

3. W zakresie tworzenia i wdrazania Al zalozenia regulacyjne
z AIA dotyczace wyja$nialnosci, przejrzysto$ci, powtarzal-
nosci systemow Al wysokiego ryzyka s3 w odniesieniu
do patentdéw wspierane i ,,zabezpieczane” koniecznoscig
spelnienia wymogu pelnego ujawnienia wynalazku. W celu
lepszego powigzania wymogéw regulacyjnych z praktyka
patentowania, praktyka EPO potwierdza kierunek zmian
wytycznych dotyczacych patentowania z uwzglednieniem
bardziej szczeg6towego opisywania i ujawniania danych
treningowych w zgloszeniach patentowych w celu reali-
zacji wymogu pelnego ujawnienia i wsparcia weryfikacji
przestanek poziomu wynalazczego oraz przemystowej sto-
sowalnosci, a przez to eliminowania negatywnego efektu
»czarnych skrzynek”. Brak wymogu dostarczania i ujawnia-
nia danych treningowych jako elementu zgloszenia mozna
traktowaé jako aktualny kompromis miedzy wymogiem
pelnego ujawnienia wynalazku, a interesami zglaszaja-
cych w zakresie nieujawniania know-how zwigzanego
z trenowaniem Al.
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Selected Aspects of Patent Law and EU Artificial
Intelligence Policy and Regulations
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Artificial intelligence is a challenge to EU law including patent
law. Existing regulatory requirements for Al introduced by Regu-
lation (EU) 2024/1689 of the European Parliament and of the
Council of 13 June 2024 laying down harmonised rules on arti-
ficial intelligence and amending Regulations (EC) No 300/2008,
(EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU)
2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU,
(EU) 2016/797 and (EU) 2020/1828 and emphasized in other
EU documents and initiatives, do not directly modify patent
law, but affect the strategies for Al development and patenting.
The aim of this article is to present key challenges posed
by Al-based systems to European patent law, with particular
emphasis on the potential impact on patent filing practice and
patentability assessment, full disclosure of inventions, and com-
pliance of regulatory requirements regarding human oversight,
explainability, transparency and repeatability of Al systems with
traditional patenting requirements and rules.
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